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Modelling spin Hamiltonian parameters of
molecular nanomagnets

Tulika Gupta and Gopalan Rajaraman*

Molecular nanomagnets encompass a wide range of coordination complexes possessing several potential

applications. A formidable challenge in realizing these potential applications lies in controlling the magnetic

properties of these clusters. Microscopic spin Hamiltonian (SH) parameters describe the magnetic properties

of these clusters, and viable ways to control these SH parameters are highly desirable. Computational

tools play a proactive role in this area, where SH parameters such as isotropic exchange interaction (J),

anisotropic exchange interaction (Jx, Jy, Jz), double exchange interaction (B), zero-field splitting

parameters (D, E) and g-tensors can be computed reliably using X-ray structures. In this feature article,

we have attempted to provide a holistic view of the modelling of these SH parameters of molecular

magnets. The determination of J includes various class of molecules, from di- and polynuclear Mn

complexes to the {3d-Gd}, {Gd–Gd} and {Gd-2p} class of complexes. The estimation of anisotropic

exchange coupling includes the exchange between an isotropic metal ion and an orbitally degenerate

3d/4d/5d metal ion. The double-exchange section contains some illustrative examples of mixed valance

systems, and the section on the estimation of zfs parameters covers some mononuclear transition metal

complexes possessing very large axial zfs parameters. The section on the computation of g-anisotropy

exclusively covers studies on mononuclear DyIII and ErIII single-ion magnets. The examples depicted in

this article clearly illustrate that computational tools not only aid in interpreting and rationalizing the

observed magnetic properties but possess the potential to predict new generation MNMs.

1. Introduction

Molecular nanomagnets (MNMs)1 have intrigued scientists from
various research fields, including physicists, chemists and theo-
reticians, for more than two decades.2 This is essentially due
to the fact that these molecules possess several potential
applications.15 In addition to these technological applications,
MNMs also exhibit interesting physics, such as quantum
tunnelling of magnetization (QTM), quantum phase interference
(QPI), etc.1c,3 The term MNMs covers a wide range of molecules
exhibiting interesting magnetic behaviours, such as monometallic
complexes exhibiting single ion magnetic behaviour (SIMs),4

multinuclear clusters exhibiting single molecule magnet behav-
iour (SMMs),1a,5 one-dimensional coordination polymers exhi-
biting single chain magnets (SCMs),6 and molecular wheels7

showcasing QPI phenomena. MNMs straddle the interface between
the classical and quantum mechanical worlds. SMMs/SIMs show
magnetic bistability,8 which allows their magnetic moments to
be positive or negative9 and ensures their stability for prolonged
periods of time in a zero external magnetic field. This leads to their
potential applications in high-density magnetic storage devices,

q-bits, molecule spintronics, molecular refrigeration and quantum
computing devices. This is essentially due to their intrinsic
magnetic properties, i.e. large spin ground state (S) and negative
magneto-crystalline anisotropy (zero-field splitting parameter; D)
leading to spin-reversal barrier height (Ueff) for reorientation as
well as slow relaxation of magnetization. However, the distinctive
properties of SMMs are detected only at liquid helium tempera-
tures. In order to employ SMMs in information storage devices, the
operating magnetic blocking temperature (TB), at which hysteresis
is observed, must be significantly enhanced. However, such exces-
sive conditions are not required for some applications, such as
quantum computing.209b

Apart from the S and D parameters, the magnetic exchange
interaction ( J)5a,10,212 is found to be an essential ingredient in
the synthesis of SMMs, as weak exchange results in the sup-
pression of SMM characteristics by expediting magnetic relaxa-
tion via close-lying excited states. Additionally, the sign of the
exchange interaction essentially controls the value of the spin
ground state S and, thus, is a key component in controlling
SMM characteristics. Beyond SMMs, the exchange interaction
also plays a pivotal role in controlling the change in magnetic
entropy (DSm) and the corresponding magnetocaloric effect
values. This underlines the importance of understanding the
mechanism of coupling for future success in the area of
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molecular refrigeration. However, extracting quantitative data
pertaining to such large, low symmetry cluster complexes often
remains a challenge. Hence, meticulous analysis of the type of
bridging ligand as well as several structural parameters, such as
the metal–metal distances, the bond angles between the two
metal ions through the bridging ligand, the dihedral angle
formed between the coordination planes possessing metal ions,
and the metal ion stereochemistries, must be analysed in detail
to ascertain the factors dictating the exchange parameters.

In order to obtain large Ueff and TB in SMMs, a large magnetic
moment and high Ising magnetic anisotropy (large negative zero-
field splitting; D)11 are required. These parameters stabilize energy
levels with large z-components of the magnetic moment. The
D parameter is particularly associated with spin–orbit coupling
(SOC), spin–spin coupling (SSC) and structural distortion12

observed in the coordination sphere (such as Jahn–Teller distor-
tion, J–T). If these parameters are controlled, one can achieve a
desirably large negative D value. The alignment of the magnetic
axis pertinent to the single-ion zfs interaction represents the
location of the ligand atoms. Hence, the co-ordination number,
symmetry, geometry, position of the ligands, metal–ligand bond
direction, distortion around the metal ion coordination, nature of
the ligand donor strength, and covalency of the in-plane and axial
metal–ligand interactions can aid in fine tuning the magnitude,
sign and direction of the zfs parameters. Detailed analysis of the
zfs parameters and their variation with changing geometry as well
as their electronic structure are of key interest in the design of
novel SMMs. Recent studies have proved that a larger spin does
not proportionally increase Ueff and TB.209a Theoretical calcula-
tions suggest that Ueff = DS2 is independent of S as D is propor-
tional to 1/S2.5b This invokes D to be a more influential parameter
than S in enhancing Ueff and TB.

The unpaired electrons in lanthanide13 ions are deeply
buried and do not significantly interact with the ligand donor
atoms. This preserves the degeneracy and confers significant
magnetic anisotropy on these ions. The lanthanide ions inherit
large spin–orbit (SO) coupling and a large unquenched orbital
angular moment. Due to this large SO coupling, the ground
spin–orbital manifolds of lanthanides are described using the
combined spin and orbital quantum number MJ (microstates
due to crystal field splitting). The quantum number MJ in fact
plays the role of the spin ground state S in lanthanide chem-
istry, while the crystal field splitting (CFS) of the MJ levels
can be compared to the axial zero-field splitting parameter in
transition metal clusters. This entails the use of lanthanides in
molecular magnetism,14 as the size of the ground state can be
fixed to the (2MJ + 1) term {multiplicity of the ground MJ level};
by fabricating the CFS around the metal ion, we can obtain very
large magnetic anisotropy for reorientation of the magnetization.
The pitfall in lanthanide chemistry is the significant quantum
tunnelling of magnetization between the MJ levels and the weak
exchange interactions observed on polynuclear complexes. These
factors pave the way for relaxation at lower temperatures. The
gyromagnetic (Lande factor, g) tensor of lanthanides and the
CFS parameters offer insight into the origin of magnetization
relaxation. Notably, QTM is directly proportional to the intrinsic
tunnel splitting (Dtun) present in the absence of any magnetic
field. A highly symmetric environment facilitates a smaller Dtun

value and improved SMM characteristics. In this context, the
highly symmetric environment around the lanthanide ions
offers strong axiality (large gz or gJ), while the lower symmetry
induces transverse components (large gx/gy or g>) and QTM
behaviour. Hence, meticulous analysis of the g-tensors is
extremely crucial for controlling the QTM and CFS parameters.
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It is worth noting that the crystal field environment, coordination
number, and local point group symmetry (prolate/oblate shape
of the electron cloud) must be manipulated simultaneously to
achieve larger Ueff/TB values.

Thus, the synthesis of new generation MNMs requires a
thorough understanding and control of the microscopic spin
Hamiltonian16 parameters, such as J, D, E, and g. Experimentally,
numerous characterization techniques, such as magnetic
susceptibility measurements, EPR, NMR and inelastic neutron
scattering (INS) techniques, are employed to extract these
parameters. However, these techniques have their own limita-
tions; for example, (i) extracting the multiple J values present in
a polynuclear cluster is extremely challenging, (ii) extracting the
sign and magnitude of D values exceeding B20 cm�1 requires
facilities which are scarce, (iii) extracting the g-tensors and CFS
parameters of lanthanides is also an exigent task. In this regard,
computational tools are indispensable; due to tremendous develop-
ments in computing hardware, DFT17,18 and ab initio19 calculations
can now be performed even for very large molecules. Extensive
efforts been undertaken to compute various spin Hamiltonian
parameters of molecular magnets, and these data not only offer
rationalizations for experimental observations but have also often
been used to predict these properties for in silico designed mole-
cules. In this feature article, we aim to review recent developments in
the computation of various spin Hamiltonian parameters of MNMs.

2. Relevant spin Hamiltonian
parameters

Model Hamiltonians are used to depict results in the research
of molecular magnets by theoreticians, experimental physicists
or chemists. This enables discussion of numerous parameters
derived from experiments and first-principle calculations employ-
ing these models. Hence, it is necessary to construct the quantum
mechanical Hamiltonian which denotes the energy spectrum of
the system. Furthermore, the representation of results through
these models allows us to validate theoretically predicted results
through modeling of experimental observations. A model spin
Hamiltonian always considers model parameters by neglecting
chemical bonding and averaging out the possible interactions.
The parameters should be selected carefully, as they dictate the
accuracy of the quantitative predictions. Spin angular momentum
operators and their interactions with each other and with an
external magnetic field are taken into account during the con-
struction of the spin Hamiltonian. The spin Hamiltonian depends
on the spin contributions and spin properties of the system and
enumerates the orbital momentum contributions required to
define the system.

Accounting for the exchange coupling and magnetic aniso-
tropy, the Heisenberg Hamiltonian model can be represented as:

Ĥ ¼ mB
X
i

Ŝi � gi � B̂�
X
ij

Jij � Ŝi � Ŝj þ
X
i

Ŝi �Di � Ŝi (1)

In the above equation, the first term corresponds to the
Zeeman interaction, which increases the degeneracy of the

|�msi state in the presence of an external magnetic field B̂;
mB is the Bohr magneton, while g represents the Lande gyro-
magnetic tensor. The second term implies isotropic exchange
interaction ( J) between the spin vectors, where the summation
indicating each pair of spins (Si, Sj) has been counted only once.
Considering the relative orientation of both the spins, the
interaction can be considered as isotropic. The second term
forms the spin energy spectrum but does not contribute to the
magnetic anisotropy. The third term in the above equation
represents the zero-field splitting parameter (D tensor).

3. Modelling spin Hamiltonian
parameters
3.1 Magnetic exchange interaction ( J)

Experimentally, the magnetic exchange interaction J is evaluated
by fitting the temperature dependent magnetic susceptibility
data.20 For dinuclear complexes, extracting the J values is rather
straightforward; however, for polynuclear complexes with multiple
J values, two issues mainly arise: (i) employing several J values for
polynuclear complexes is likely to lead to over-parameterization in
the fitting procedure, where featureless susceptibility data are
often employed to fit a number of variables. At the same time,
if fewer than the minimum required number of parameters are
employed, this can lead to an over-simplified Hamiltonian (note
that next-nearest-neighbour interactions are often ignored, and
similar J parameters for interactions not equivalent by symmetry
are assumed). (ii) For very large molecules possessing large
numbers of unpaired electrons, a problem arises during diagonali-
zation of the Hamiltonian that is directly proportional to the
number of spins and magnitude of the ground state S. To circum-
vent this issue, approximate methods such as classical/quantum
Monte-Carlo methods are employed, and a fitting procedure
employing the Lancoz algorithm21 has been now developed for
relatively large systems. Both these methods often require a
good starting point to simulate the magnetic data.

In this regard, DFT calculations18 have emerged as a powerful
tool; if a suitable exchange–correlation functional and basis set
are employed, a good numerical estimate of exchange coupling
constants can be obtained, even for a very large cluster possessing
several J values. In addition to computing the Js, calculations also
offer insights into the sign and nature of J values. As the J values
in this case are derived directly from the X-ray structure, these
calculations do not have over-parameterization problems and
offer guidance for fitting the experimental data with the right
set of parameters. For the estimation of magnetic coupling
using the Hartree–Fock or DFT methods, the broken symmetry
(BS) model developed by Noodleman has been employed.22

There are essentially three equations available to compute
the J values:

J ¼ EBS � EHSð Þ
2S1S2 þ S2

(2)

J ¼ 2 EBS � EHSð Þ
SHS SHS þ 1ð Þ (3)
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J ¼ EBS � EHSð Þ
S2h iHS� S2h iBS

(4)

Eqn (2) is proposed by Noodleman et al., while Ruiz et al.23

proposed eqn (3) and Yamaguchi et al.24 proposed an equation
based on spin projection (eqn (4)). An extension to polynuclear
transition metal complexes was made by introducing the pair-
wise interaction model. It has been proposed that191 to calcu-
late exchange coupling constants in a polynuclear complex with
‘n’ different J values, one should estimate energies of ‘n + 1’
single determinants corresponding to different spin distribu-
tions. These energies are related to the Eigenvalues of the Ising
Hamiltonian and can thus be used to obtain a system of ‘n’
equations with ‘n’ unknowns. However, it has often been
stressed that more than ‘n + 1’ solutions must be determined
to estimate the possible errors in the J values.10

It should be noted here that although eqn (2) and (3) yield
strikingly different J values for systems such as dinuclear CuII

complexes, the differences are particularly small when the
S values of the interacting pairs are larger. Although for dinuc-
lear complexes, all three equations are employed by different
groups to compute J values, the majority of polynuclear examples
studied employ the Ruiz equation to extract the J values. Using
this methodology, more than 100 polynuclear clusters have been
studied;18,25 often, the calculated magnetic susceptibilities are
in good agreement with experiments. Over the past decade,
numerous papers have been published regarding the computa-
tional implication of isotropic exchange interactions in transi-
tion metal clusters. As we intend to provide an overview of the
estimation of various spin Hamiltonian parameters in the area
of MNMs using computational techniques, we have limited the
examples in transition metal clusters to Mn based clusters
studied by us and others in recent years. Other examples covered
include di- and polynuclear {3d-Gd}, {Gd–Gd} and {Gd-2p}
systems.26 This study will also be restricted only to molecules
and will not cover molecules adsorbed on the surface.27 All the
J values mentioned here are according to �JS1S2 formalism.

3.1.1 Regulating isotropic J for Mn-based dinuclear com-
plexes. Mn-based28 clusters have been of great interest to the
molecular magnetism community for a long time. This is pri-
marily due to the fact that MnIII complexes often yield negative
zero-field splitting parameters, a key ingredient in the construc-
tion of SMMs. Although the magnitudes of the D values are
comparatively smaller for MnIII ions (in the range of�4 cm�1),192

the sign is predictable (o0 cm�1 for elongated octahedral com-
plexes); thus, Mn is a popular choice for synthetic chemists. The
negative D values of MnIII ions are associated with the inherent
Jahn–Teller distortions; however, this distortion not only controls
the single-ion and cluster anisotropy but also the intramolecular
magnetic exchange interactions. In reference to this, we have
probed three different types of bis-m-alkoxo bridged MnIII dimeric
complexes [MnIII

2 (m-OR)2(biphen)2(ROH)x(L)y] (1) [R = Me, Et;
H2biphen = 2,20-biphenol and L = terminally bonded N-donor
ligand; x, y can vary in the numerical range of 2 to 4] (see Fig. 1) in
collaboration with Jones and co-workers.29 The complexes have
been categorized based on the relative orientation of their

associated J–T axes with respect to one another and their
orientations with respect to the bridging ligand plane. Compared
to structural parameters such as Mn–O bond distances or Mn–O–
Mn bond angles, the dihedral plane between the two J–T axes has
been proven to be the dictating factor for the different magnetic
behaviours in the three types of complexes. The J–T axes in type I
structures are parallel to each other but perpendicular to the
bridging plane, while those in type II structures are parallel to
each other as well to the bridging plane. Notably, these axes are
perpendicular to each other in type III structures. DFT calcula-
tions (B3LYP/TZV setup) reproduce both the sign and magnitude
of the J values across the series studied. Type I structures show
moderately strong antiferromagnetic exchange, type II structures
show weak ferro- and antiferromagnetic exchanges and type III
structures are found to show moderately strong ferromagnetic
exchange. Although the test set contains only 45 examples, the
orientation seems to predict the nature as well as the magnitude
of the J values ranging from �31.0 cm�1 to +39.4 cm�1 (see
Fig. 2a). The observed values are rationalized based on MO
analysis, where in type III dimers, due to the perpendicular
orientation of the J–T distortions, significant orbital overlaps
are avoided and the cross-interaction between the empty and
single-occupied orbitals is enhanced, leading to strong ferro-
magnetic coupling (see Fig. 2b). Although this study offers a
method to obtain ferromagnetic coupling in {MnIII

2 (OR)2} dimers,
the perpendicular orientation of the J–T axis diminishes the
magnetic anisotropy; this suggests that large positive J and
D values are unlikely to co-exist in {MnIII

2 (OR)2} dimers.29

Although the established concept was for {MnIII
2 (OR)2} type

dimers, the classification was also found to have relevance in
other classes of dimers. By studying a series of phenolic oxime
bridged MnIII dimers [MnIII

2 O(Me-Sao)(tpa)2]2+ {Sao = salicyl-
aldoxime, tpa = tris(2-pyridyl-methyl)amine} (2), the relevance of the
J–T axis orientation in controlling the J values was established.30

Fig. 1 Illustration of three types of magnetic spatial orientations in bis-m-OR
bridged MnIII dimers. Reprinted with permission from ref. 29. Copyright
2012 Wiley-VCH.
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The complexes studied are categorized as type-I (see Fig. 3a)
and possess strong antiferromagnetic interactions, as expected.
Although the sign can be predicted, to rationalize the variation
in the magnitude of the Js, one often must invoke variation in the
structural parameters. Herein, the magneto-structural correlation
developed for the Mn–N–O–Mn dihedral angle is found to play a
decisive role in dictating the strength of the J values (the JAF

contribution decreases with increasing dihedral angle). When the
structures are further altered, such as for [MnIII

2 O(Me-Sao)2(dpa)2]2+

{dpa = di(2-pyridyl-methyl)amine} (3) complexes possessing two
oxime (–N–O) bridged MnIII dimers (see Fig. 3b), the sign can
still be predicted (type I complexes); however, the magnitude
varies as the dihedral angle is altered significantly.31

If we examine other accessible oxidation states of Mn ions,
various other structural parameters are found to control the sign
and strength of the J values. By studying the [Mn2O2(NH3)8]n+ 32

(4) complex with varying ‘n’ values, several important conclu-
sions regarding the factors controlling the sign and strength of
J values in mixed valance complexes are derived. Calculations
reveal a strong dependency of Js on the Mn–Mn distance, where
shorter distances (o2.3 Å) were found to yield very strong
antiferromagnetic coupling (a situation resembling a tri-m-oxo

bridged system to obtain such short Mn–Mn distances), while a
large (43 Å) distance results in weak antiferro/ferromagnetic
exchanges (see Fig. 3c).32 Calculations on the same model with
Mn oxidation states of +3/+4 yielded remarkably different J values,
implying the dependence of the oxidation state on the estimation
of the J values in the [Mn2O2] core.32 Additionally, if the bridging
ligands are altered along with the oxidation states, significantly
strong J values are noted. By studying a series of dinuclear Mn
complexes possessing {III, III}, {III, IV} and {IV, IV} oxidation
states and bridging ligands varying from m-O to m-O2 to additional
acetates, variations in the J values are noted from +20 cm�1 (for
the {MnIII

2 (m-O)(OAc)} (5)33 core) to�780 cm�1 (for the {MnIV
2 (m-O)3

(6) core}).34 Although these calculations overestimated the J values in
some cases, they clearly predict a similar trend to the experimental
observations and suggest a pronounced dependence of the bridging
ligand on the nature of the J–T distortion for {III, III}, {III, IV} and
{IV, IV} type complexes of Mn ion. Additionally, the calculations pre-
dicted the charge transfer abilities of the ligand donors as: peroxo Z

oxo c TACN (triazacyclononane) 4 acetate.34,35 Moreover, analysis
of the mechanism of exchange showed the prevalence of super-
exchange via the m-oxo bridges over direct Mn–Mn interactions.36 In
the [MnIII

2 (m-O)(m-RCOO)2(bipy)2(OH)X] {R = acetate or phenyl acetate}

Fig. 2 (a) Plot of J (cm�1) vs. the angle forged between the two J–T axes in Mn dimers of types I–III. (b) Computed significant magnetic exchange
interactions between the magnetic orbitals in type I–III structures. Anti-ferromagnetic interactions are shown with black lines, while ferromagnetic
interactions are denoted by red arrows. Reprinted with permission from ref. 29. Copyright 2012 Wiley-VCH (please note that the values given in the above
figure correspond to �2JS1S2 formalism, while all the values in the text are pertinent to �JS1S2 formalism).

Fig. 3 Crystal structures of complexes (a) 2 and (b) 3. These complexes show antiferromagnetic interactions of �9.8 (exp)/�12.0 (cal) cm�1 and
�7.2 (exp)/�4.4 (cal) cm�1, respectively. Note that in the abovementioned crystal structures, H-atoms have been omitted for clarity. {Color scheme:
MnIII: pink; N: blue; O: red; C: grey.} (c) Correlation between J for MnIV/IV

2 and MnIII/III
2 complexes for the Mn2O2 core. Reprinted with permission from

ref. 32. Copyright 1997 American Chemical Society.
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(7) complex, switching of the coupling from antiferromagnetic
to ferromagnetic was observed upon changing the ligand (X)
from –Cl (or H2O) {elongated Mn sites} to an azido ligand
{compressed Mn sites}.37 Weak antiferromagnetic Js were com-
puted for bent MnIII–O–MnIII dimeric complexes. BS-DFT calcu-
lations on [MnIII

2 (thme)2(bpy)2]2+ (8) showed a weak exchange
between the ions.38

It is notable that the exchange interaction relies on an
occupied orbital in a mononuclear fragment and on the overlap
between the two molecular orbitals in the binuclear unit.
Now, the spatial orientation of these magnetic orbitals and
the resultant overlap is essentially dictated by the nature of the
coordinated ligands as well as their relative positions. Based on
this criterion, several reports have been published illustrating
the crucial role of the bridging/twist angle and the nature of the
bridging/terminal ligands attached to the metal ion.193 This is
also evident from our earlier examples (see Fig. 2), where we
have explicitly shown that the relative position and occupation
of the orbitals leads to variation in the J values. Furthermore,
the different d orbital occupations in type I, II and III com-
plexes (see Fig. 2b) are reminiscent of the classical orbital
ordering concept by Khomskii,194 which states the importance
of magnetic orbitals and their ordering for magnetic exchange.
Additionally, this concept inherits the essence of the GKA
(Goodenough–Kanamori–Anderson)195 rule, which dictates the
nature of the exchange interactions for varying coordination
environments and orbital occupations.

3.1.2 Exploring isotropic J in Mn polynuclear complexes.
In this section, we aim to extend our understanding of the
dinuclear Mn dimers to polynuclear Mn clusters and to examine
whether the established mechanism of magnetic coupling also
holds true for large Mn clusters. Unlike in dimers, where only
one exchange interaction is present, polynuclear clusters contain
several exchange constants; often, many of the parameters are
same or similar. Although X-ray structures can be used as guides
to determine the unique number of Js present in a cluster, this
can sometimes be misleading, as significant variation in the
structural parameters does not necessarily mean that the J values
are drastically different. The sign and strength of the J values are

controlled by the super-exchange mechanism; this must be
understood clearly to judge the number of J values required.
DFT calculations on [MnII

3 (Me3CCO2)6(Me3CCO2H)5] (9) affirm
that the two-J model is more viable in reproducing magnetic data
and suggest the use of this model for efficient calculation in
trinuclear complexes.39 Trinuclear complexes containing Mn are
very common, and several MnIII triangles are also reported in the
literature. A fluoride bridged MnIII triangle having the molecular
formula [NHEt3] [Mn3O(bta)6F3] (10) (here, bta = benzotriazole,
see Fig. 4a) has been studied. Two different exchange coupling
values, Ja and Jb, are employed for this molecule, as the
Mn–F–Mn angles are significantly different. The J–T axes have
parallel orientation in this cluster, and both Mn–Mn inter-
actions are classified as type I. Calculations yield J values of
�6.0 and �4.2 cm�1, as per expectations.40 DFT calculations have
been employed to extract J values in a linear {MnII–MnIII–MnII}
cluster [Mn3(HCht)2(bpy)4]3+ (11) (HCht = cis,cis-1,3,5-cyclo-
hexanetriol; see Fig. 4b).41 Calculations yield a J value of +7.0
for the MnII–MnIII interactions and offer a value of +2.0 cm�1

for the next-nearest-neighbour MnII–MnII interactions. The
calculations in this case clearly suggest that the next-nearest
neighbour interactions cannot be neglected, as they can some-
times be strong enough to compete with the nearest-neighbour
interactions.41

DFT studies performed on three pentanuclear MnII clusters,
[Mn5(PzCAP)6]4+, [Mn5(PzOAP)6]4+ (12) and [Mn5(PyPzOAPz)6]4+,
(13) revealed J = �3.0, �3.2 and �3.0 cm�1, respectively, which
are in compliance with experimental values.42 There are several
theoretical studies on hexanuclear Mn clusters. Particularly,
DFT calculations performed on a series of {MnIII

2 MnII
4 } mixed-

valence clusters, [Mn6{(CH3)3CCO2}8(tmp)2(py)2] (14) and
[Mn6(CH3CO2)6(thme)2(H2tea)2] (15) (here tmp = 1,1,1-tris-
(hydroxymethyl)propane and thme = 1,1,1-tris(hydroxymethyl)-
ethane) (see Fig. 5a and b), help to determine the nature of the
ground state, as it could not be determined unambiguously
from experimental data. Five different exchange coupling con-
stants (see Fig. 5c) are assumed, and the computed J values offer
an excellent fit to the susceptibility data for both the complexes,
providing confidence in the extracted J values. All the computed

Fig. 4 (a) Crystal structure of 10 showing the position of the Jahn–Teller axis in green. (b) Crystal structure of 11. (c) Variable temperature magnetic
susceptibility plot for complexes 14 and 15 along with DFT computed data. The filled squares and circles correspond to experimental data, while the
empty squares and circles represent DFT computed data for complexes 14 and 15, respectively. Reprinted with permission from ref. 43. Copyright 2004
American Chemical Society.
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J values are weakly ferromagnetic or antiferromagnetic; of
particular interest here is the MnIII–MnIII interaction present
at the centre of the cluster. This interaction in both complexes
(14 and 15) belongs to type II, as defined earlier. As per
expectations, the J values were determined to be ferromagnetic
and antiferromagnetic, respectively. The primary reason for the
switching of the ground state is the J5 interactions, which are
found to be ferromagnetic in complex 14 and antiferromagnetic
in complex 15, leading to S = 4 and S = 0 ground states, as
illustrated in Fig. 4c.43

Further to these examples, three structural analogues of
{MnIII

2 MnII
4} mixed-valance Mn6 complexes have been studied in

detail using DFT methods: [Mn6(acac)4(OAc)2(Htmp)2(H2N-ep)2]
(16), [Mn6(OAc)8(tmp)2(py)4] (17), and [Mn6(OAc)8(thme)2(py)4]
(18) [H3tea: triethanolamine; H3tmp: 1,1,1-tris(hydroxymethyl)-
propane; H2N-H2ep: 2-amino-2-ethyl-1,3-propanediol; H3thme:
1,1,1-tris(hydroxymethyl)ethane]. The coupling scheme adapted
is similar to the earlier examples, and the computed exchange
interactions (see Fig. 5c) are in agreement with the experiments.
Here, complex 16 possesses an S = 0 ground state, while 17 and
18 possess S = 4 ground states. The main difference in the
magnetic properties arises from the J5 interactions, which are
found to be antiferromagnetic in complex 16 and ferromagnetic
in complexes 17 and 18. This interaction causes changes in the
ground state, as illustrated earlier for complexes 14 and 15 (see
Fig. 4d). The J5 {MnIII–MnIII} interaction is found to be type I in
complex 16 and type II in complexes 17 and 18, leading to
antiferromagnetic and ferromagnetic coupling, as expected.44

In hexanuclear Mn clusters, oximato bridged isovalent {MnIII
6 }

clusters are important to note here, as some of the structures
are reported to possess S = 12 ground states with D values as
large as �0.43 cm�1, leading to the observation of the largest
Ueff of 86 K reported to date for any polynuclear transition metal
complexes.45,46 It is worth noting here that this Mn6 cluster
broke the Ueff record of the classical Mn12Ac after B15 years.
Although Brechin et al. have reported a series of {MnIII

6 } clusters,
DFT calculations have been performed on six {MnIII

6 } clusters
possessing the molecular formulas [Mn6O2(H-sao)6(O2CH)2-
(MeOH)4] (19), [Mn6O2(Me-sao)6(O2CCPh3)2(EtOH)4] (20),

[Mn6O2(Et-sao)6(O2CPh2OPh)2(EtOH)4] (21), [Mn6O2(Et-sao)6-
{O2CPh(Me)2}2(EtOH)6] (22) (see Fig. 6a for X-ray structure),
[Mn6O2(Me-sao)6(O2C-th)2(EtOH)4(H2O)2] (23), [Mn6O2(Et-sao)6-
(O2C12H17)2(EtOH)4(H2O)2] (24) [Et-saoH2: 2-hydroxypropio-
phenone oxime, Me-saoH2: 2-hydroxyethanone oxime, HO2CCPh3:
triphenyl acetic acid, HO2CPh2OPh: 2-phenoxybenzoic acid,
HO2C12H17: adamantine acetic acid, HO2C-th: 3-thiophene
carboxylic acid]. In this series, except complex 22, all other
complexes possess S = 4 ground states. Five different exchange
interactions are computed on this cluster (see Table 1) and
except for complex 22, where all the five interactions are ferro-
magnetic, weak ferro/antiferromagnetic couplings are noted.
An adapted exchange scheme along with the DFT computed Js
(see Fig. 6b) are given in Table 1, and they show an excellent fit
to the susceptibility data (see Fig. 6c). In these clusters, the J1–J3

interactions have {MnIII(O)(O-N)MnIII} cores, while the J5 inter-
action is mediated via the {MnIII

2 (OR)2} core. The J–T axes in the
J5 interactions belong to type II, as defined earlier, and are
expected to exhibit weak ferromagnetic or antiferromagnetic
interactions. As the Mn–O–Mn angles are constrained in the
polynuclear framework (for all structures, the Mn–O–Mn angles
are in the range of B94 to B121 degrees), the J5 interaction is
computed to be ferromagnetic in all the cases studied. The J4

interactions belong to type II but have {MnIII(O)(O-N)MnIII}
cores. The J4 interaction is found to be weakly ferro or antiferro
across all structures studied (see Table 1). On the other hand,
the J1–J3 interactions in these structures belong to type I, but
the Js are found to vary from �21 cm�1 to +5.8 cm�1. This
deviation is essentially due to the fact that the J–T angles for the
J1–J3 interactions are not close to zero, as observed in the
dinuclear complexes. The J–T angle (see Table 1) is found to
vary significantly in the Mn6 framework from 2 to 15 degrees in
the studied structures. Therefore, the J1–J3 interactions are truly
between type-I and type-III motifs, leading to a variation in the
J values. It is important to note here that the Mn–N–O–Mn
dihedral angle plays a very important role in determining both
the sign and strength of J1 to J4 in these clusters, and magneto-
structural correlations have been developed to show the switch-
ing of the sign of the Js in these clusters.45

Fig. 5 Crystal structures of complexes (a) 14 and (b) 15, where both the structures contain the {MnIII
2 MnII

4} core unit. (c) Schematic of the five different
DFT-computed exchange interactions where J1 = �12.0, J2 = �1.4, J3 = +6.0, J4 = +0.6, and J5 = +3.0 cm�1 for 14, J1 = +4.8, J2 = +0.2, J3 = +2.0,
J4 = �4.0, and J5 = �0.8 cm�1 for 15, J1 = �7.1, J2 = �7.8, J3 = +2.6, J4 = �0.9, and J5 = �6.8 cm�1 for 16, J1 = �7.6, J2 = �5.0, J3 = +6.8, J4 = +0.2,
and J5 = +0.7 cm�1 for 17, J1 = �5.2, J2 = �2.2, J3 = +0.5, J4 = +2.1, and J5 = +4.9 cm�1 for 18. {Note: all the J values given are in cm�1}.
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Further modifications in the oxime bridged {MnIII
6 } clusters

(25 and 26) been prepared, and DFT calculations have been per-
formed, where weak ferromagnetic or antiferromagnetic couplings
are noted due to variation in the Mn–O–N–Mn dihedral angles
(see Table 1 for molecular formulas and computed coupling
constants).47 On heptanuclear clusters, DFT calculations have been
performed on two mixed valent {MnII

4MnIII
3 } discs, such as Mn7

clusters, by Christou et al.48 Calculations have been performed on

{[Na(MeOH)3][Mn7(N3)6(mda)6]}n (27) and {Na[Mn7(N3)6(teaH)6]}n

(28) (see Fig. 7a) clusters to rationalize the observations of their
S = 11 and S = 16 ground states, respectively. The computed
J values along with the adapted exchange scheme are shown in
Fig. 7a. The exchange interactions are between MnII–MnIII and
MnII–MnII pairs and are found to be weakly ferromagnetic to
weakly antiferromagnetic. The increase in the ground state
S value from S = 11 to S = 16 was attributed to the switching
of MnII–MnIII and MnII–MnII exchanges mediated via (m3-OR)
bridges in these two complexes.48

To understand how the ground state and the magnetic pro-
perties are altered by oxidation states, DFT calculations were
performed on four homo and heterovalent Mn7 disklike clusters
possessing the molecular formulas [MnII

4MnIV
3 (tea)(teaH2)3(peolH)4]

(29), [MnII
4 MnIII

3 F3(tea)(teaH)(teaH2)2(piv)4(Hpiv)(chp)3] (30), (see
Fig. 7b)49 [MnII

7(pppd)6(tea)(OH)3] (31) and [MnII
7(paa)6(OMe)6] (32)

(teaH3 = triethanolamine, peolH4 = pentaerythritol, Hpiv = pivalic
acid, Hchp = 6-chloro-2-hydroxypyridine, pppd = 1-phenyl-3-(2-
pyridyl)propane-1,3-dione; paaH = N-(2-pyridinyl)acetoacetamide).
The ground state S was found to vary from 29/2 to 5/2 among
these complexes. DFT calculations have been performed both on

Fig. 6 (a) Crystal structure of 22 showing five different DFT-calculated exchange interactions. (b) Adapted exchange scheme used for DFT calculations
on complexes 19–24. (c) Representation of the magnetic susceptibility data for complexes 19–24, wherein the solid symbols correspond to the
experimental data while the solid lines correlate to the computed data. Reprinted with permission from ref. 45. Copyright 2009 American Chemical
Society. {Note: all the J values given are in cm�1}.

Table 1 Five calculated J values as depicted above in Fig. 6b, J–T angle
between the J–T axes in all eight complexes, and their total ground spin
states45

Complexes J–T angle (1) Jcal (cm�1) Scal

19 1.6, 13.2, 15.7, 160.2,
180.0

�21.0, �6.2, +2.6, �1.0,
+5.8

4

20 13.5, 3.5, 6.0, 169.0, 180.0 +2.4, �3.2, �3.0, �1.6, +6.4 4
21 16.5, 7.4, 7.9, 167.2, 180 +6.2, �6.8, +1.6, �0.4, +7.2 4
22 15.2, 10.9, 7.6, 171.2, 180 +2.4, +5.2, +3.2, +1.0, +6.2 12
23 2.7, 13.6, 2.6, 170.4, 180 �4.6, +4.6, �3.6, �1.4, +4.2 4
24 16.3, 9.6, 9.6, 168.0, 180.0 �0.04, +5.8, �1.8, +0.1, +6.6 4
25 11.5, 3.1, 10.1, 170.8, 180 �2.2, +3.8, +3.2, �2.4, +5.8 1
26 23.6, 16.3, 9.3, 162.0, 180 +6.8, +1.2, +3.4, �0.2, +7.0 12

Fig. 7 Crystal structure of complex 27 showing all the possible exchange interactions. (b) Crystal structure of complex 29 (same colour scheme as
earlier, with the addition of MnIV: light green). (c) Thermal variation of wMT for 32 from 300 to 2 K under a magnetic field of 1 T. Reprinted with permission
from ref. 50. Copyright 2015 Wiley-VCH. {Note: all the J values given are in cm�1}.
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the full structures and on the dimeric building units to unravel
the exchange pathways and their origins. Based on their struc-
tural topologies, three to eight different exchanges have been
assumed in these clusters. Calculations offer weak ferromagnetic
or antiferromagnetic exchanges for all the clusters. Among the
structures studied, only one exchange was found between
MnIII–MnIII pairs (mediated via m2-F and m3-O{teaH2�} motifs),
and this exchange was computed to be weakly ferromagnetic.
This is consistent with the type II behaviour observed based on
the J–T axis. For complexes 30 and 32, significant deviations
between the computed and experimental susceptibility data were
observed. To ensure that the experimental data is reliable, the
complexes were remade and susceptibility data were collected
for the fresh samples (see Fig. 7c for the susceptibility plot of
complex 32). The new data collected matched strikingly with
the DFT predicted behaviour, suggesting aging problems with
the samples. This not only offers confidence for the computed
value but clearly indicates the need for more than one experi-
mental method; SQUID susceptibilities, INS, and EPR, in con-
junction with each other or by other independent methods, can
be used to validate experimental data and extract a reliable set
of spin Hamiltonian parameters in polynuclear spin-coupled
clusters.50

On the octanuclear front, two weakly connected {MnIII
4 }

complexes have been made and characterized using DFT. For
the complex [Mn4O2-(RCO2)6(pz)(H2L)]2 (33) [H4L, 1,3-bis[3-oxo-
3-(2-hydroxyphenyl)propionyl]-2-methoxybenzene], four different
exchange couplings are noted; the body–body exchange is found
to be strongly antiferromagnetic in nature (see Fig. 8a). The Jbb is
noted as�62.4 cm�1, which is strongest among all the Js observed
for all the complexes covered here. This unprecedentedly large J is
essentially due to the near linear Mn–(m3-O)–Mn pathway. As the
J–T axis runs along the bridge, significant overlap between the
dz2 is expected, leading to very strong antiferromagnetic coupling
(see Fig. 8a). Other interactions were found to be weakly anti-
ferromagnetic or ferromagnetic in nature.51

Calculations on larger nuclearity Mn clusters are a challenging
task, as experimental fit to the susceptibility is cumbersome
and inputs from calculations are needed if several exchange
pathways are detected. In this regard, DFT calculations performed

on a mixed valence {MnII
4 MnIII

6 (m4-O)4(m3-N3)4(hmp)12}2+ {hmp =
2-hydroxy-methyl pyridine} cluster (34) should be mentioned.
Two exchange couplings comprising MnIII–MnIII ( Ja) and
MnIII–MnII ( Jb) were computed for complex 34; both of these
are ferromagnetic in nature, leading to an S = 22 ground state.
The former interaction was found to be comparatively stronger,
and this is essentially attributed to the mediation of J via the
end-on-azido bridging ligand along this exchange pathway.52

There are several DFT studies on the magnetic coupling in
dodecametallic Mn clusters.53 DFT calculations were performed
on the archetypical [MnIV

4 MnIII
8 O12(CH3COO)16(H2O)4] (the Mn12-

acetate) (35).54 Three different exchange couplings were assumed,
and all were computed to be strongly antiferromagnetic in nature.
However, a recent study aiming at computing all parameters,
including the Heisenberg exchange, refutes this analysis and
predicts weaker antiferromagnetic coupling.55 These were also
tested by simulating the full Hamiltonian using the Lancoz
algorithm.21 DFT calculations of exchange coupling on
[MnIII

6 MnII
6 (O2CMe)14(mda)8] (mda = N-methyldiethanolamine)

(36) had been reported independently earlier.56 This earlier
report assumed six different exchange interactions to probe
the origin of the S = 7/2 ground state obtained for this cluster,
while the later report assumed 12 different exchanges, includ-
ing next-nearest-neighbour/three-four body spin terms of the
Hamiltonian. Calculations yielded small or negligible next-
nearest neighbour interactions; interestingly, if these inter-
actions were included, the standard deviations were found to
be smaller.53

DFT calculations on other dodecametallic wheels include
studies on the [MnIII

12(OMe)16(L)4(O2CCMe3)4(MeOH)4] (37) {L =
proligand made up of phenolic oximes and diol moieties} (see
Fig. 8c) wheel, where MnIII ions are arranged sequentially. As in
the earlier Mn12 cluster, in this cluster, the next-nearest (1,3)
neighbour and next-next-nearest (1,4) interactions are computed
to be very small (see Fig. 9a). The three nearest-neighbour inter-
actions are found to be ferromagnetic in nature ( J1 = +22.2,
J2 = +13.4 and J3 = +3.8 cm�1) while all the other (1,3)/(1,4)
interactions ( J4, J5, J6, J7, J8 and J9) are found to be very weak
(�0.14 to +0.02 cm�1) in nature (see Fig. 9a). These J1–J3

interactions correspond to the MnIII–MnIII pair; they fall under

Fig. 8 (a) Crystal structure of 33 with DFT computed exchange interactions. (b) Crystal structure of 34 with DFT computed exchange interactions. The
two values of exchange correspond to the results obtained based on two different levels of theory: PBE and B3LYP (within parentheses). (c) Crystal
structure of 37. {Note: all the J values given are in cm�1}.

ChemComm Feature Article

Pu
bl

is
he

d 
on

 1
6 

Ju
ne

 2
01

6.
 D

ow
nl

oa
de

d 
by

 I
N

D
IA

N
 I

N
ST

IT
U

T
E

 O
F 

T
E

C
H

N
O

L
O

G
Y

 B
O

M
B

A
Y

 o
n 

10
/2

0/
20

20
 2

:4
8:

00
 P

M
. 

View Article Online

https://doi.org/10.1039/c6cc01251e


This journal is©The Royal Society of Chemistry 2016 Chem. Commun., 2016, 52, 8972--9008 | 8981

the type-III category and yield ferromagnetic coupling, as
expected. With increasing angle between the J–T axes (87.21,
100.91 and 126.71 respectively for J1, J2 and J3), the orthogonality
between the two dz2 orbitals is destroyed. This further reduces
the cross-interaction between the dz2 and empty dx2�y2 orbitals,
resulting in suppressed JF contribution and leading to a
decrease in the net J value. This analysis suggests that not only
can the sign of J be qualitatively predicted for larger clusters,
but the magnitude of J can also be rationalized based on the
defined angle.57

Studies on other Mn12 structures include [MnIII
12O4(H3L)8-

(H2L)4(TMA)4] complex (38) {TMA = trimesic acid, L = proligand
made up of phenolic oximes and diol moieties}. This complex
comprises four triangles; each is composed of three MnIII

ions bridged by a m3-O2� ion, an –N–O– oxime bridge and a
carboxylate. DFT calculations yield J1 = +12.2, J2 = +5.8, J3 = �1.6
and J4 = +0.04 cm�1, respectively. These ranges of exchange
values categorize complex 38 as type III as per our earlier
definition. The calculated values are found to correlate well with
the J–T dihedral angle, as this value is found to vary from 25 to
8 degrees for these interactions. Additionally, the exchange
interactions are also controlled by the Mn–O–Mn angle (minor
variations) and the Mn–N–O–Mn torsional angle.58

There are only a limited number of studies on clusters
beyond 12 Mn ions, as this requires significant computing time
and comparison to experiments requires time consuming
MC/QMC simulations. One elegant work which should be

mentioned here is the computation of exchange coupling in a
mixed-valance {Mn19} cluster (MnII

7 MnIII
12) (39) {MnIII

12MnII
7 (m4-O)8-

(m3,Z1-N3)8(HL)12-(MeCN)6
2+} {H3L = 2,6-bis(hydroxyl-methyl)-4-

methylphenol}. Two different exchanges have been classified in
the {Mn19} complex (see Fig. 9b), symbolizing J1 to J4 (through
m4-O and m3-N3 bridges) for MnIII–MnIII interactions and J5 to
J8 (through m4-O and m-OR) for MnIII–MnII interactions. All the
J values are found to be FM in nature, where J1 to J4 show
stronger interactions as compared to J5 to J8, leading to an
S = 83/2 ground state.52 With eight different exchanges, QMC
simulations astonishingly reproduced the experimental data.
This reaffirms that for this large cluster with multiple J values,
DFT calculations are the only viable option to estimate the
magnetic interactions. Apart from Mn clusters, transition metal
clusters based on other metal ions have been studied in detail
using DFT calculations.10,25a,59

Beyond dimeric systems, we have chosen several polynuclear
complexes with an aim to shed light on the common outcome
of exchange analysis in these systems. We have reached the
following conclusions: (a) three categories of complexes (type-I,
II and III) are classified based on the variation in the angle
between the J–T axes. This classification is also found to ration-
alize the sign and to a certain extent the magnitude of Js in
polynuclear compounds (see Fig. 9c). (b) Next-nearest-neighbour
interactions may not be negligible in all cases and may be
required in some systems to precisely reproduce the experi-
mental data. (c) The Mn–O–Mn angle and the Mn–O distances

Fig. 9 (a) Schematic exhibiting DFT-computed exchange interactions in the dodecametallic wheel [MnIII
12(OMe)16(L)4(O2CCMe3)4(MeOH)4]. All the

exchange interactions depicted in this figure are based on �2JS1S2 formalism. (b) Schematic of DFT-computed exchange interactions in complex 39.
(c) The bottom origin plot implies the correlation between the magnetic exchange interaction (J) and the angle between the JT axis. The plot was
constructed upon analysis of several studied complexes. All the points correspond to the data collected in Table 1 for complexes 19 to 26.
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are found to be prominent parameters that influence the
exchange coupling. If these two parameters are similar, then
other structural parameters such as torsion angle play a pro-
active role in determining the sign and strength of the J values.
(d) For very large clusters possessing multiple exchange coupling,
although the sign could be determined qualitatively from the
structural parameters, hints to the strength must be ascertained
from DFT calculations. With the tremendous increase in comput-
ing power in recent years, calculations can be performed even on
very large clusters.

3.1.3 Modelling isotropic J in 3d-GdIII SMMs. In this topic,
we intend to review calculations with the aim to obtain isotropic
exchange interactions in di- and polynuclear 3d-Gd complexes. As
the incorporation of paramagnetic 3d metal ions is found to
quench the QTM effects, these mixed {3d-4f} clusters have gained
significant attention.60,79 To quench the QTM significantly, very
strong exchange interactions are needed.60 Among all the
4f-elements, only GdIII is isotropic in nature due to its pure
S = 7/2, L = 0, orbitally nondegenerate ground state. Since DFT
calculations can be employed straightforwardly to compute
Js only in isotropic scenarios, our review will focus on the
estimation of J values in di- and polynuclear {3d-Gd}26 clusters.
Apart from G09,61 the SIESTA or NWCHEM suites are often
employed to extract the Js in these clusters.62 The first theoretical
studies on 3d-Gd complexes were performed on a dinuclear
[LCuIIGdIII(NO3)3] complex (40) {L = 1,20-bis((3-methoxysalicyl-
idene)diamino)-2-methylpropane} (see Fig. 10a for the crystal
structure).63 The quest in this work is to probe the intrinsic
ferromagnetic coupling observed between CuII and GdIII ions in
the majority of the complexes reported.26,64 Due to the con-
tracted nature of the GdIII 4f orbitals and shielding by the 5s/5p
occupied orbitals, a direct super-exchange mechanism between
CuII-3d and GdIII-4f is not viable. Several qualitative mechanisms
for magnetic coupling for the {3d-Gd} pair have been proposed.
Gatteschi et al. proposed a spin polarization mechanism with
participation of the 6s orbital, while Kahn et al. proposed the
participation of the 5d orbitals in the magnetic coupling.65

The ab initio calculations affirm weak overlap between the
4f-GdIII and 3d-CuII orbitals. Moreover, the interaction between
the 4f:GdIII–3d:CuII ground configuration (GC) and the metal–
metal charge transfer configuration (CTC) is also found to be
inoperative. This means that it is imperative to consider another
mechanism of fractional electron transfer from the singly occu-
pied CuII orbital to the formally empty 5d-GdIII orbital. This was
substantiated by the larger transfer integral for the 5d-3d pathway
than 4f-3d, as estimated using the extended Huckel approach.
State-of-the-art quantum chemical calculations (CASSCF, CASPT2,
MS-CASPT2)63 reiterated Kahn’s proposal of the involvement of
the formally empty 5d-GdIII orbital in the exchange. Moreover,
these ab initio calculations also supported Gatteschi’s statement
of participation of spin polarization in the magnetic exchange.

The first attempt to reliably compute the isotropic exchange
coupling in the {Cu–Gd} pair using DFT calculations has been
undertaken on four structurally analogous complexes (41 to 44)
(see Table 2). B3LYP/all-electron Douglas–Kroll–Hess (DKH) or
zeroth-order regular approximation (ZORA) combination were
found to yield good numerical estimates of the J values in this
set of studied complexes.66 An elaborate method assessment
with ten different exchange–correlation functionals and with a
combination of four different basis sets to estimate the mag-
netic coupling in {Cu–Gd} has been undertaken by us.67 This
assessment recommends the use of the B3LYP functional with
a combination of an effective core potential basis set or the use
of all electron basis sets with the relativistic effects incorpo-
rated explicitly via the DKH or ZORA methods. Participation of
the GdIII-5d orbital in the exchange is reaffirmed by analyzing
the Kohn Sham orbitals and their energies. This is essentially
due to the closer location of GdIII-5d to CuII-dx2�y2 in terms of
energy (see Fig. 10b). Based on our analysis, we propose that
interactions between CuII-3d and GdIII-5d contribute to the
JF part of the total exchange, while interactions between
CuII-3d and GdIII-4f have two contributions: among the seven
4f-GdIII orbitals, two overlap with the CuII-dx2�y2 orbital, and this
contributes to the JAF part of the total exchange. Meanwhile,

Fig. 10 (a) Crystal structure of complex 40. (b) MO energy level diagram in complex 45 obtained employing B3LYP/CSDZ methodology. The blue and
red arrows signify the approximate positions of unpaired electrons. The double headed arrow and the charge transfer integral denote the charge transfer
between the two orbitals. Reproduced from ref. 67 with permission from the Royal Society of Chemistry. (c) Schematic of spin polarization over CuII,
GdIII and the ligand in complex 40. Reprinted with permission from ref. 63. Copyright 2004 American Chemical Society.
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the remaining five interactions, being orthogonal, contribute to
the JF part of the total exchange (see Fig. 11a). As the JF part
dominates here, this leads to FM coupling, supporting our
computed data. Among all the structural parameters, the
Cu–O–Gd–O dihedral angle was found to play a proactive role in
regulating the magnitude of the magnetic exchange. On increas-
ing the dihedral angle, the magnitude of J gradually decreases.67

Another extensive theoretical study on several {3d-Gd} systems
(see Table 2) was reported by Ruiz et al.;68 this study provides
further understanding of the mechanism of coupling in this area.
Doubly bridging ligands were found to be more influential than
triply-bridging ligands in inducing FM coupling for complexes
with small 3d-O–O–Gd hinge angles.68 Basis set assessment
within DFT formalism has been attempted; it reveals that the
5d orbital of GdIII ion (in the basis set of Gd) is imperative (see
Table 3) in reproducing experimental data.

While the 6s orbital makes a very small contribution to the
Js. Furthermore, the mechanistic study suggests that the spin
polarization of the metal–ligand bonding electron pairs engages
the formally empty 5d-GdIII orbitals, implying that charge

transfer is not a dominant component of the exchange coupling.
Although much is known now about the mechanism of magnetic
coupling in the {3d-Gd} pair, the contribution of the different
components to the total exchange remains unexplored. An MRCI
calculation such as that which has been undertaken on CuII-
acetate by Loth et al.,69 where individual contributions to the
Js can be clearly established, would be needed to bring further
clarity to the mechanism of magnetic coupling.

As the methodology is established, further calculations have
been performed on other {3d-Gd} dimers (see Table 2). Very
recently, an important contribution on the CuII–GdIII complexes
was published which suggested JCuGd to be weakly FM for
complexes bridged through single oxygen and three-atom bridges
comprising O, C, and N atoms.207 However, JCuGd has been found
to be weakly AFM in complexes bridged by two atoms, such as the
N–O oximato bridge. The role of the spin populated Gd-5d orbital
(the 6s orbital was discarded) in FM interaction was reiterated in
{3d-Gd} complexes (3d ions possess half-occupied 3dx2�y2 orbitals).
The singly occupied 3dx2�y2 orbital favours FM interaction,
while the unoccupied 3dx2�y2 orbital leads to AFM interaction.

Table 2 Collected {3d-GdIII} di, tri, and tetranuclear complexes along with experimental and theoretical exchange estimates (in cm�1), 3d-O–Gd angles
and 3d-O–Gd–O dihedral angles

Molecular formula Jexp Jcal M–O–Gd M–O–Gd–O

[L40CuIIGdIII(NO3)3] (40)63,66,210a +7.0 +2.4 107.4, 105.9 10.2
[L41CuIIGdIII(NO3)3]3 (41)66,210b +1.3 +4.6 106.8, 105.1 4.05
[L42CuIIGdIII(CF3SO3)(H2O)3] (42)66,210c �0.1 +8.9 104.7, 105.5 0.49
[L43CuIIGdIII(hfac)3] (43)66,210d +1.3 +4.6 93.1, 98.5 34.3
[L44CuIIGdIII(�H2O)4Cl2]Cl (44)66,210e +10.1 +8.5 108.7, 108.8 1.4
[L45CuIIGdIII(O2CCF3)3(C2H5OH)2] (45)67 +4.4 +5.9 103.3 10.3
[L46Cu(H2O)2Gd(NO3)3] (46)70 �0.5 to +7 +5.8 106.5, 107.9 2.8
[MnIIGdIII{pyCO(OEt)pyC(OH)(OEt)py}3] (47)68 �1.7 �2.7 86.9, 87.6, 88.3 37.6
[L48MnII(H2O)2GdIII(NO3)3] (48)70 �1.7 +1.2 106.5, 107.9 2.8
[FeIIGdIIIL49-(MeOH)(NO3)3] (49)68 +1.0 +1.4 107.3, 106.3 5.0
[L48FeII(H2O)2GdIII(NO3)3] (50)70 0.2 to 0.5 +1.4 106.5, 107.9 2.8
[L48NiII(H2O)2GdIII(NO3)3] (51)70,71,210f �0.2 to 3.6 2.2/2.1 106.5, 107.9 2.8
[(NiIIL52)GdIII(hfac)2(EtOH)] (52)71,210g 0.34 0.36 90, 90.7 and 91.7 34.6, 38.4 and 38.9
[L53VIV(O)GdIII(H2O)(NO3)3] (53)72,210i 1.5 2.2 107.1 2.83
[L54VIV(O)-{(CH3)2CO}GdIII(NO3)3] (54)72,210i �2.6 �0.7 105.4 18
trans-[CrIIIF2(py)4]GdIII(hfac)4 (55)73 �0.82/�0.84 �0.80 178.3a

[FeIIIF2(py)4GdIII(hfac)4] (56)74 1.1 178.3a

[(L57Ni(H2O))2Gd(H2O)]3+ (57)71,210h 4.8, 0.1 2.2, 2.1, �0.2 106.9 to 108.2 15.3
[(L58Ni)2Gd]+ (58)71,210h 0.91 0.6, 0.6, �0.1 95.0 to 96.2 35.8 to 37.4
[GdIII

2CuII
2(OH)2(NO3)2.5(OAc)3.5(L59)2]n (59)75 17.1, �2.1 and 2.6 6.0, �3.2, �3.7, 4.2,

4.1, 0.1, 0.1, 0.1
100.3 to 102.6 10–11

[L60VIV (O)GdIII (hfac)2-(CH3OH)2]2 (60)72,210j 0.5 0.9 106.4 15.1
[Ni(m-L61)(m-OAc)Gd(NO3)2] (61)76 1.4 2.1 101.3, 107.2 21.4, 22.0
[Ni(H2O)(m-L61)Gd(NO3)3] (62)76 2.2 3.3 109.3, 109.7 2.1
[L63NiIIGdIII(NO3)3(H2O)] (63)77 0.6 0.1 103.1, 102.2 7.6
[(CH3CN)(H2O)NiII(ovan)2GdIII (NO3)3] (64)77 2.3 2.9 106.6, 107.5 1.6
[L65CuII

2 Gd]+ (65)70 5.0 1.1, 1.9, 0.7
[L65NiII

2 Gd]+ (66)70 �0.3 �0.2
[L65MnII

2 Gd]+ (67)70 0.1 0.2, �0.02
[L65FeII

2 Gd]+ (68)70 1.3 1.4

L40 = 1,20-bis((3-methoxysalicylidene)diamino)-2-methylpropane, L41 = N,N0-bis((5,6-dimethoxyphenolato-2-yl)methylene)ethylenediamine, L42 =
1,3-bis-(dimethylamino)-2-propanol, L43 = N,N0-bis(salicylidene)-2-aminobenzylamine; hfac = hexafluoroacetylacetanato, L44 = 1,2-bis((3-methoxy-
salicylidene)amino)-2,20-dimethylpropanato, L45 = N,N0-bis(3-ethoxy-salicylidene)-1,2-diamino-2-methylpropanato, L46 = [2,20-[2,2-dimethyl-
1,3propanediylbis(nitrilomethylidyne)]bis(6-methoxyphenolato)(2-)], L47 = [2,20-[2,2-dimethyl-1,3propanediylbis(nitrilomethylidyne)] bis(6-methoxy-
phenolato)(2-)], L49 = (H2L = N,N0-bis(3-methoxysalicylidene)-1,3-diamino-2,20-dimethylpropane), L52 = 1,1,1-tris(N-salicylideneaminomethyl)ethane,
L53 = [N,N0-bis(3-methoxysalicylidene)-1,2-diamino-2-methylpropane], L54 = [N,N0-bis(3-methoxysalicylidene)-1,3-diamino-2-20-dimethyl-propane],
a Cr–F–Gd; L57 = N,N1-2,2-dimethylproppylenedi(3-methoxosalicylidene iminato), L58 = triamine 1,1,1-tris(aminomethyl)ethane, L59 = 2-pyridinyl-
methanol, L60 = 2-hydroxy-N-{[((2-hydroxyphenyl)-methylene]amino}-2-methylpropyl)benzamide, L61 = N,N0,N00-trimethyl-N,N00-bis(2-hydroxy-3-
methoxy-5-methylbenzyl)diethylenetriamine, L63 = combination of 1,2-bis(3-aminopropylamino)ethane, o-vanillin and acetate; ovan = orthovanillin,
L65 = (S)P[N(Me)NQCH-C6H3-2-OH-3-OMe]3.
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This eventually states that FM interaction might be enhanced
by increasing the Gd-5d spin population.207 To address the
magnetic coupling for the {NiIIGdIII} pair, calculations have
been performed on two dinuclear and two trinuclear complexes
(51, 52, 57 and 58). In all cases, DFT yielded good numerical
estimates of the J values. For the trinuclear complexes, apart
from the Ni–Gd interactions, the (1,3) Ni–Ni interactions were
also computed; these were found to be significant compared to
the transition metal clusters described above. This is due to
the large and diffuse empty orbitals of GdIII, which mediate
relatively stronger coupling between two NiII ions. Extensive
magneto-structural correlations performed on di- and trinuclear
complexes reveal both the Ni–O–Gd angle and the Ni–O–Gd–O
dihedral as important parameters (see Fig. 11b).71 Calculations
on complexes 61 and 62 (see Table 2) suggested a weak but
considerable increment of JNiGd with the planarity of the
Ni–(O)2–Gd bridging fragment (hinge angle; angle between
the O–Ni–O and O–Gd–O planes) and with the increase of the
Ni–O–Gd angle (y).76 Recently, DFT calculations on complexes
63 and 64 have envisaged that the hinge angle and y angle are
not sufficient to explain the observed trend of the J values.
Moreover, the combined effect of a small y and a large hinge
angle, t (O–Ni–O–Car torsional angle) and g (Ni–O–Car–Car
torsional angle) dictates the attenuation of the magnitude of
magnetic exchange coupling constants.77 Studies have been
extended to a star-like {Ni3Gd} cluster [NiII

3 GdIII{(py)2C(H)O}6]
(69) {pyC(H)O� is the anion of di-2-pyridylmethanol}, where
the Ni–Gd interactions are computed to be �1.4, �1.7 and
�1.3 cm�1 ( Jexp = �1.1 cm�1) while the Ni–Ni interactions are

estimated as �0.4, �0.3, and �0.6 cm�1 ( Jexp = �1.0 cm�1).
Interestingly, the (1,3) Ni–Ni interactions are found to be as
strong as the {Ni–Gd} interactions in this cluster, which results
in significant spin frustration.78 The computed values are in
agreement with earlier experimental reports.

In another study, calculations been performed on two
{VIV–GdIII} dinuclear complexes, one possessing ferromagnetic
coupling (53, see Table 2) and another possessing antiferro-
magnetic coupling (54). The sign of exchange is found to correlate
to the overlap of the VIV dxy orbital with the GdIII 4f orbitals.
Controlled CASSCF calculations were performed to gain further
clues on the mechanism of exchange. These calculations suggest
that the dxy–fxyz{GdIII} overlap plays a proactive role in determin-
ing the sign of exchange in this set of complexes.79 This was
supported by our developed correlation, where the reduction of
the V–O–Gd angle from 105.51 to 99.01 results in switching from
ferromagnetic to antiferromagnetic interaction and subsequent
enhancement of the dxy–fxyz{GdIII} overlap values. Notably, more
than one structural parameter (V–O–Gd and V–O–Gd–O) is found
to be imperative for switching the exchange from ferromagnetic
to antiferromagnetic interaction (see Fig. 11c). Finally, calcu-
lations were performed on a dimer of dimers (tetrameric)
{VIV

2 –GdIII
2 } complex (60, see Table 2). The calculations yielded

ferromagnetic interaction within the dimeric unit but very weak
antiferromagnetic interaction between the dimers. This sug-
gests an S = 0 ground state for the molecule, and the computed
J values reproduce the experimental magnetic wmT data nicely
up to 1.2 K.72 Similar to this motif, where two dimers are
connected by a bridge, DFT calculations have been employed to

Table 3 Computed J (cm�1), natural bonding orbital (NBO), atomic and spin (in parentheses) populations acquired employing B3LYP//ECP-CSDZ
methodology for complex 43

Basis set J 4f (Gd) 5d (Gd) 6s (Gd) 3d (M)

hs, full basis set +9.6 7.33 (6.67) 0.18 (0.029) 0.11 (0.00) 9.36 (0.56)
hs, no Gd 5d orbitals �0.9 7.45 (6.54) 0.12 (0.00) 9.35 (0.57)
hs, no Gd 5d orbitals +10.2
Without CuII 7.10 (6.88) 0.23 (0.035) 0.10 (�0.01)
ls, full basis set 7.32 (6.67) 0.19 (0.025) 0.09 (0.00) 9.36 (�0.53)

Fig. 11 (a) DFT computed schematic mechanism of magnetic exchange on complex 44. Reproduced from ref. 67 with permission from the Royal
Society of Chemistry. (b) Magneto-structural correlation developed on complex 50 by varying Ni–O–Gd angle. Reproduced from ref. 71 with permission
from the Royal Society of Chemistry. (c) Magneto-structural correlation developed on complex 53 varying the V–O–Gd angle and V–O–Gd–O dihedral
angle simultaneously. Reproduced from ref. 72 with permission from the Royal Society of Chemistry.
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extract {Cu–Gd} interactions in a one dimensional chain struc-
ture ([GdIII

2 CuII
2 (OH)2(NO3)2.5(OAc)3.5(L58)2]n, 59). Considering the

complexity, eight different exchange couplings (Cu–Gd, Cu–Cu
and Gd–Gd) were computed for this complex (see Table 2). The
extracted exchange parameters were found to give a reliable fit to
the magnetic susceptibility data.75

Contrary to the belief that {3d-Gd} interactions are ferro-
magnetic, we have witnessed a fluoride bridged complex (55)
showing AFM interaction.67,73 Unlike the other studied 3d metal
ions, CrIII does not possess any unpaired electrons in its eg orbitals;
this attenuates the charge transfer to the 5d orbitals of GdIII ion,
leading to competing ferro-antiferro coupling. On the other hand,
the number of overlap values between the two sets of magnetic
orbitals of CrIII-3d and GdIII-4f are larger compared to those of the
CuII–GdIII pair, resulting in a predominant JAF contribution and,
hence, a net antiferro-exchange. A magneto-structural correlation
was developed by varying the Cr–F–Gd angle, where ferromagnetic
interactions are detected at very small angles. Quite interestingly,

if the J values of several polynuclear {CrGd} complexes synthesized
are mapped along with the corresponding Cr–F–Gd angle, there is
an astonishing match between the experimental and theoretical
points; this highlights the potential of magneto-structural correla-
tions in determining the sign/strength of the J values in poly-
nuclear clusters.80 This example illustrates that ferromagnetic
couplings are not intrinsic to {3d-Gd} pairs, and several factors,
such as the electronic configurations of the metal ions, the
structural distortions and the nature of the bridging group,
determine the sign of the J values.

The quest for the exchange interaction in the {3d-Gd} motif
continued and directed us to explore these details in fluoride
bridged trigonal bipyramidal {FeIII/CrIII–GdIII} structures. DFT
computations yielded AFM coupling for the {CrIII–GdIII} pair,
while ferromagnetic exchange (1.1 cm�1) was detected for the
{FeIII–GdIII} [FeIIIF2(py)4GdIII(hfac)4] (56) pair.

Our developed magneto-structural correlations (see Fig. 12a)
revealed an increase in the ferromagnetic JFe–Gd exchange with

Fig. 12 (a) Magneto-structural correlation developed for complexes 55 and 56. Adapted with permission from ref. 74. Copyright 2014 Wiley-VCH. (b) Schematic
of the linear correlation between the 3d-O–Gd angle and the magnitude of J. (The empty circles imply experimental data, while the filled triangles correspond
to computed values for the respective 3d-Gd series.) (c) Schematic of the linear correlation between the 3d-O–Gd–O dihedral angle and the magnitude of J.
(The empty circles imply experimental data, while the filled triangles correspond to computed values for the respective 3d-Gd series.)
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the bridging (Fe–F–Gd) angle, while the reverse trend was
observed for the {CrIII–GdIII} pair. This can be attributed to
the larger FeIIIdz2–GdIII5d interaction, while for the {CrIII–GdIII}
pair, this interaction decreases due to the enhanced orthogon-
ality of the interacting orbitals.74

This growing confusion over ferro/antiferromagnetic coupling
in {3d-4f} and the factors governing the coupling led us to
perform detailed analysis70 of the exchange on {3d-Gd} dimers
(48, 50 and 51, see Table 2) and {3d-GdIII-3d} trinuclear com-
plexes (65–68). Using DFT methods, some polynuclear {3d-Gd}
clusters were studied, and we intend to describe them here in
brief. The initial report includes studies on five polynuclear
complexes, [(NO3)MnII(L)(m-NO3)GdIII(L)MnII(NO3)] (70) {H2L =
N,N 0-2,2-dimethylpropylenebis(3-methoxysalicylideneimine)},
[MnIII

2 GdIII
2 O2(O2CCMe)8(HO2CCMe3)2(MeOH)2] (71), [FeIII

4 GdIII
2 -

(m4-O)2(NO3)2(piv)6(Hedte)2] (72) (H4edte = N,N,N0,N0-tetrakis(2-
hydroxyethyl)ethylenediamine) [Et4N][NiII

6 GdIII
2 (val)12(MeCN)6-

(H2O)3][Gd(NO3)5](ClO4)5 (73) {val = valine anion}, [FeIII
5 GdIII

8 -
(m3-OH)12(L)4(piv)12(NO3)4(OAc)4](H3L) (74) {H2L = N-butyldi-
ethanolamine} (see Fig. 13).81 As mentioned earlier, experimental
fitting of magnetic data is cumbersome for large polynuclear
complexes, and the situation is even more complex for large
{3d-Gd} clusters because (i) the exchange interactions are often
very small and can be FM or AFM in nature; (ii) such clusters often
contain {Gd–Gd}, {3d-Gd}, and {3d–3d} interactions, and the
magnitude of the Js for these pairs are in the following ranges:
10�3 to 1 cm�1, 1 to 10 cm�1, and 10 to 1000 cm�1, respectively.
These large {3d-Gd} clusters are also attractive, as they often
possess very large MCE values. DFT calculations on the afore-
mentioned four complexes reproduced experimental data nicely.
Two exchange interactions are possible in face-sharing complex
70, one via three bridging ligands (two m2-alkoxo and one m-nitrate)
and the other mediated through two m2-alkoxo bridges. The former
resulted in antiferromagnetic coupling, while weak ferromagnetic
coupling was computed between two centres bridged by two
ligands in the face sharing complex; this is in accordance with
the experimental trend (see Fig. 13). Three different exchanges
are possible in complex 71 (see Fig. 13), among which the inter-
action between the two MnIII ions is found to be the strongest
(�67.2 cm�1), while the three remaining interactions incorporat-
ing GdIII are very weak in nature.

Calculations were undertaken on complex 72, speculating
six possible exchange interactions (see Fig. 13); this yielded an
S = 7 ground state. Three possible exchange interactions, i.e.
NiII–NiII, NiII–GdIII and GdIII–GdIII in complex 73 (see Fig. 13),
were found to be weak in nature; among these, the Ni–Ni inter-
action is antiferromagnetic, while the other two are weakly
ferromagnetic in nature, leading to an S = 13 ground state. The
study of complex 74 is of paramount importance, as it pos-
sesses a very large S value (81/2, very close to the largest value of
S = 83/2 observed for the Mn19 cluster). Computations showed
weak FeIII–GdIII interactions and much weaker GdIII–GdIII inter-
actions, in compliance with previous studies on similar struc-
tural motifs, leading to an S = 41/2 ground state. Since the
J values are very small, numerous states often lie within a few
wave numbers in energy, causing difficulties in correctly

estimating the ground state S values. The small estimated
entropy for complex 74 has been ascribed to the antiferromagnetic
J5 FeIII–GdIII interaction (�0.6 cm�1, see Fig. 13).81

Other polynuclear examples studied include the [GdIII
9 CuII

8 ]
complex [GdIII

9 CuII
8(NO3)2-(OH)10(L3)4(OAc)18(H2O)4(NO3)2(OH)3]75

(75) (here, L3 = Schiff base ligand; see ref. 75 for details). In
another attempt, calculations were carried out on the [GdIII

6 CuII
12-

(OH)12(L3)6(NO3)7-(OAc)3(H2O)12](OH)8 (76)75 (here, L3 = Schiff
base ligand; see ref. 75 for details) wheel-like structure (see
Fig. 14a and b). From both these studies, the following conclu-
sions can be drawn: (a) ferromagnetic exchange for doubly
O–R bridging ligands (singly bridged); (b) one O–R and one
carboxylato bridge led to antiferromagnetic coupling (double
bridging); (c) two O–R bridges and one carboxylato bridge
(triply bridged) correspond to an antiferromagnetic exchange
interaction. This clearly indicates the predominant role of the
Cu–O–Gd–O angle in regulating the exchange parameters. Recently,
our group has attempted entropy calculations in {CuII–GdIII}
polynuclear complexes. We have designed and evaluated six- and
four-exchange pathways between CuII and GdIII ions in {Cu5Gd4}
clusters [CuII

5 GdIII
4 O2(OMe)4(teaH)4(O2CC-(CH3)3)2(NO3)4] (77)

{teaH = triethanolamine} and [Cu5Gd2(OH)4(Br)2-(H2L)2(H3L)2-
(NO3)2(OH2)4] (78) [H4L = (2-{[(2-hydroxy-3-methoxyphenyl)-
methylene]amino}-2-(hydroxymethyl)-1,3-propanediol)]; (finally
forms H2L and H3L) respectively (see Fig. 14c and d). The
calculated DFT J values show the existence of moderate as well
as stronger antiferromagnetic interactions between CuII ions
via m5-oxo, m2-alcoholic and m5-oxo bridges, respectively. The
difference in the magnitude of the exchange is rationalized
based on the Cu–O–Cu angles. As a whole, the strong anti-
ferromagnetic interaction between CuII ions tends to favour the
S = 31/2 state in {Cu5Gd4} clusters. The computed J values are
able to reproduce the experimental curves nicely, giving us
confidence in our employed methodology.82 DFT calculations
have been undertaken by us recently on {GdIII

4 CoII} [GdIII
4 CoII-

(m3-O)(dipp)6(DMSO)6(MeOH)2] (79) {dippH2 = 2,6-di-iso-propyl-
phenylphosphate} clusters to estimate two types of {Gd–Gd} and
{Gd–Co} exchanges; the estimated Js are in the range of 10�2 to
10�3 cm�1, resulting in large MCE values for this cluster.83

In this work, and also in other studies, some of the {Cu–Gd}
interactions are antiferromagnetic; this suggests the relevance of
magneto-structural correlations where antiferromagnetic coupling
is predicted at acute angles. Although these angles are difficult to
achieve in dinuclear frameworks, very acute angles and large
structural distortions in the dihedral angles are very common in
polynuclear complexes.

To gain deeper insights into the dependence of J on the angles/
dihedral angles, we have undertaken comparative analysis of
several {3d-GdIII} complexes with varying 3d metal ions (see
Fig. 12b and c and Table 2). Our analysis revealed the strongest
exchange for the {Cu–Gd} pair, reproducing the literature
reports. The exchange value varies as JCuII–GdIII 4 JNiII–GdIII 4
JFeII–GdIII 4 JMnII–GdIII 4 JCrIII–GdIII if all the structural parameters
are maintained (with a few exceptions).70 With increasing
3d-O–Gd angle for all the 3d ions, the interaction progressively
becomes more ferromagnetic in nature (see Fig. 12b). However,
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upon increasing the 3d-O–Gd–O dihedral angle, the interaction
becomes more antiferromagnetic in nature irrespective of the
nature of the 3d ion (see Fig. 12c). This proves the presence of
a linear correlation between the 3d-O–Gd angle/3d-O–Gd–O
dihedral angle and the magnitude of J. However, the effects
of the angle and the dihedral angle on the J values are inversely
correlated to each other. This correlation entails the need for

ligand field design with larger bending angles and smaller
torsional angles in {3d-Gd} moieties in order to obtain stronger
J values, enabling new predictions for novel targeted syntheses.
Here, as well, irrespective of the nature of the 3d ion, next nearest
neighbour interaction is proved to be an intrinsically important
parameter of the magnetic exchange. The combination of struc-
tural parameters, i.e. angle, dihedral angle, hinge angle and

Fig. 13 Crystal structures of complexes (a) 70, (b) 71, (c) 72, (d) 73, and (e) 74 showing possible exchange interactions within them. Color scheme: GdIII:
brown, MnII: sky, MnIII: pink, FeIII: bluish green, NiII: sky blue, O: red, N: blue, C: grey. In all the complexes, H-atoms were omitted for clarity. The structures
also contain the numbers of the Js employed in the calculations, along with the computed JDFT values. {Note: all the J values given are in cm�1}.
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several others, are imperative to fine tune the magnitude of
J for all {3d-Gd} complexes. We have also demonstrated a generic
mechanism for exchange in {3d-Gd} complexes, with a promi-
nent role of the GdIII empty 5d orbitals. Additionally, the nature
of the bridging ligand, the type of coordination mode, and the
ligand binding together play crucial roles in dictating the sign
and strength of J values in {3d-Gd} clusters.

3.1.4 Modelling isotropic J in 4f-4f and 4f-2p SMMs. In this
section, we aim to cover magnetic exchange coupling computed
for the {Gd–Gd} pair. We have performed extensive calculations84

on a dinuclear {GdIII–GdIII} complex {GdIII(OAc)3(H2O)2}2 (80)84

with the aim to assess a suitable methodology to calculate
J values and to investigate the underlying mechanism of
exchange. In this regard, several pure, hybrid, and meta-hybrid
functionals including relativistic effects of GdIII via ECP, ZORA
and DKH have been performed. Our rigorous methodology
assessment predicted a combined SARC-ZORA (to incorporate
the relativistic effect of GdIII ion) methodology with the B3LYP

functional to provide superior reproduction of numerical esti-
mates of J. Additionally, extensive magneto-structural correla-
tions were performed on several structural parameters, and the
calculations reiterated the importance of the Gd–O–Gd angle in
switching the coupling from ferromagnetic to antiferromagnetic
interaction (see Fig. 15a). DFT calculations have been under-
taken by us recently on {GdIII

5 } [GdIII
5 (m3-OH)(NO3)2(dipp)6(MeOH)7-

(H2O)4] (81) clusters to estimate two types of {Gd–Gd} interactions.
These interactions are estimated to be �1.3 � 10�3 cm�1 and
1.0 � 10�4 cm�1, resulting in large MCE values for this cluster.
In this cluster, the average Gd–O–Gd angles are found to be
108.81 to 110.91; very weak J values are predicted, as these
values are at the boundary of the crossover from ferro- to anti-
ferromagnetic coupling.83

Estimation of magnetic coupling in {Gd–Gd} complexes has
also been previously attempted. Spin DFT (SDFT) calculations
were carried out on {Gd–Gd} ([{[(Me3Si)2N]2(thf)Gd}2(N2)])85

(82) complexes in accordance with experiments. Using a

Fig. 14 Crystal structures of complexes (a) 75, (b) 76, (c) 77, and (d) 78 showing possible exchange interactions within them. {Note: all the J values given
are in cm�1}.

ChemComm Feature Article

Pu
bl

is
he

d 
on

 1
6 

Ju
ne

 2
01

6.
 D

ow
nl

oa
de

d 
by

 I
N

D
IA

N
 I

N
ST

IT
U

T
E

 O
F 

T
E

C
H

N
O

L
O

G
Y

 B
O

M
B

A
Y

 o
n 

10
/2

0/
20

20
 2

:4
8:

00
 P

M
. 

View Article Online

https://doi.org/10.1039/c6cc01251e


This journal is©The Royal Society of Chemistry 2016 Chem. Commun., 2016, 52, 8972--9008 | 8989

similar methodology, calculations were carried out on several
GdIII dinuclear complexes, and the computed results are in line
with the experiments. The study highlights the importance of
the 4f7-5d exchange in the mechanism of magnetic coupling
(see Fig. 15b).85 Employing a similar methodology, calculations
were also carried out for {3d-Gd6} complexes.86

Although a significant amount of work has been devoted for
understanding magnetic coupling in {3d-Gd} clusters, the very
large J values, on the order of a few hundred wavenumber,
required to substantially quench the QTM effects are not found
in this class of complexes. Other viable options to promote this
strong exchange include incorporation of other paramagnetic
species, such as radical ligands. This approach resulted in record
high magnetic coupling in lanthanide chemistry.87 As with the
developments on {4f-2p} complexes, a theoretical study88 aiming
to understand the nature of magnetic coupling in this pair has
also been undertaken. Our analysis on the N2

3� radical bridged
GdIII dinuclear complex [{[(Me3Si)2N]2Gd(THF)}2(m-Z2:Z2-N2)]�

(83) predicts strong antiferromagnetic GdIII-rad (1,2) interaction
(�47.4 cm�1) and weak antiferromagnetic GdIII–GdIII (1,3)
interaction (�1.0 cm�1).89 The estimated exchange coupling
is in agreement with the experimental results ( Jexp: Gd-rad
�54 cm�1). Unlike in {3d-Gd} clusters, where the exchange
interactions are routed through a bridge (super-exchange), here
the radicals are directly bonded to the GdIII ions, leading to an
efficient overlap. NBO analysis on this complex predicts weak
ppy*-d(dxy), strong ppy*-4f interaction (supported by overlap
integral analysis) and a small increase in the occupation of
the 5d orbitals, leading to net antiferromagnetic coupling for
the Gd-radical pair. Additionally, the magneto-structural corre-
lations predicted N–N, Gd–N–Gd, N–Gd–N–Gd and the non-
planarity of the {Gd2N2} unit to be proactive in regulating the
magnitude of exchange. A recent experimental report where
potassium ions are incorporated in the {Gd2N2

3�} moiety reveals
deviation in the Gd–N–N–Gd dihedral; for this new structure,
similar Gd-radical interactions but stronger Gd–Gd interactions
are observed, as predicted.90

Persistent interest in the {4f-2p}91 moiety triggered us to
continue our analysis of these classes of complexes. Several such
dinuclear {4f-radical} complexes have been reported, comprising
versatile substituted nitronyl-nitroxide ligands with J values
ranging from �54 cm�1 to +12.1 cm�1. Our vigorous method

of assessment resulted in the following trend of enhanced
accuracy in predicting J values in comparison with experiments:
B(40HF)LYP o BHandHLYP o TPSSH o Pw91 o PBE o BP86 o
OLYP o BLYP o PBE0 o X3LYP o B3LYP o B2PLYP. Computa-
tions show B2PLYP to be superior to B3LYP in predicting J values.
Here, contrary to our earlier statement, relativistically corrected
ECP has been found to yield better results compared to all
electron SARC-ZORA/DKH methods. Moreover, the Gd–O–N–C
dihedral angle is found to play a decisive role in determining
the sign and strength of exchange values compared to other
structural parameters.92

Moreover, we have very recently attempted calculations on the
endohedral-metallofullerene based complexes Gd2@666-(C79N)
(84) and Gd2@665-(C79N) (85) (see Fig. 15c for spin density). The
exchange between C79N radical fullerene and GdIII is found to be
exceptionally strong (+400 and +378 cm�1 for complexes 84 and
85, respectively), offering a viable way to obtain novel SMMs.93

3.2 Double exchange

‘‘Double exchange’’ was first been proposed by Zener197 to be a
mechanism incorporating electron spin interaction that is
characteristically different from the general notion of exchange;
this provides a rationale for the magnetoresistive effects (ferro-
magnetic ordering temperature Tc), ferromagnetism in doped
magnetic semiconductors and ferromagnetic–paramagnetic phase
transitions. This is necessarily seen in transition metal compounds
possessing two or more metal sites of varying non-integer oxida-
tion numbers, known as mixed valence complexes.213 In mixed
valence complexes, double exchange (in addition to Heisenberg
exchange) is generated due to the presence of an extra additional
electron, which aligns the localized magnetic moments. As this
additional electron maintains its spin during transfer between the
metal sites, double exchange always favours the same spin orienta-
tion. Hence, double exchange plays a vital role in synthesizing
molecules with high-spin ground states.94 For mixed valence (AB)
dimeric systems, Girerd et al.196 have established a spin Hamiltonian
of the following form:

Ĥ = (�JABSA�SB + EA)OA + (�JABSA�SB + EB)OB + BTAB (5)

where EA and EB represent the energies of the dimer when the
excess electron lies on the A and B sites of the dimer, respectively.
SA and SB imply spins on the A and B centres, respectively.

Fig. 15 (a) Developed magneto-structural correlation on 80 upon varying the GdIII–O–GdIII angle. Reprinted with permission from ref. 84. Copyright
2004 Wiley-VCH. (b) Electronic splitting of the GdIII atom as a function of 4f-5d exchange perturbation. Reprinted with permission from ref. 85. Copyright
2006 American Chemical Society. (c) DFT-computed spin density plot for the optimised structure of complex 85. Reproduced from ref. 93 with
permission from the Royal Society of Chemistry.
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Superscripts have been added, as the numerical values of
SA and SB rely on the position of the extra electron. The OA

and OB operators signify occupation operators. B = the double
exchange parameter. TAB represents the transfer operator which
converts |Ai into |Bi (and vice versa) and generates the (SAB + 1

2)
factor from the dimer spin SAB. BTAB represents the spin-
dependent delocalization operator, which is proportional to
the hopping integral between the two atom centred orbitals.

B = b/(2S0 + 1) (6)

B = electron transfer integral (hopping integral) between mag-
netic orbitals occupied by transferable electrons. S0 = spin of
the metal centers without extra electrons.

beff ¼
bð2S þ 1Þ
2 2S0 þ 1ð Þ beff ¼ effective transfer integralf g (7)

It is worth noting that double exchange interactions split each
spin state into two levels possessing in-phase (gerade) and out-
of-phase (ungerade) combinations. Moreover, stabilization within
a dimer is proportional to S + 1/2. Hence, the double exchange
parameter (B) in a mixed valence compound stabilizes the high
spin ground state of maximum spin (S = Smax), and its magnitude
is much larger than the J values. This facilitates the procurement
of an isolated ground state (in addition to obtaining a large
S value); thus, the B parameter is beneficial for obtaining novel
SMMs. The computational approach to estimate the B parameter
using the Hamiltonian described above is discussed in detail
elsewhere.95 Here, we intend to discuss various attempts which
have been made to obtain this parameter.

Computing double exchange in 3d-based mixed-valence
complexes. In addition to obtaining double exchange parameters
by solving the aforementioned equations, they can also be derived
from ab initio calculations {CASCI (complete active space configu-
ration interaction) and DDCI (difference dedicated configuration
interaction)} by analysing energy levels, as proposed by Guihery
et al.198 Furthermore, electronic structural parameters relevant to
double exchange can also be extracted using DFT calculations.199

Transfer operators can be extracted from DFT energies of the
two monodeterminantal spin states of the highest multiplicity.
Additionally, calculations of independent DFT single determi-
nant energies (solutions) are imperative to estimate amplitudes
of interactions for the generalized Hamiltonian, hopping inte-
gral, electron–electron repulsion and on-site exchange integral
values.199 Eventually, double exchange interaction as well as the
spectrum can be evaluated from analytical correlations between
the aforementioned interactions and those of the double-
exchange model.199 It is noted that the double exchange mecha-
nism induces the formation of the spin polaron of the spin
between ferromagnetically oriented neighbouring spin centres.200

Furthermore, polaron formation is an inevitable generic phenom-
enon driven by spin disorder scattering; it plays a vital role in the
magnetic transition, magneto-transport and magneto-resistive
effects of the paramagnetic state. Incorporation of the spin
polaron in the double exchange model is found to improve the
predictions with respect to experiments and results in several
interesting phenomena (increase of Tc with enhancement of

the electron/hole density, increase of Tc against the external
magnetic field).200 The mixed valence compounds (mostly
class II and III) exhibit important coupling of electron movement
with geometrical distortions, and this subsequently affects the
degree of localization of the extra electron. This was first proposed
by Piepho, Krausz and Schatz through their quantum-mechanical
vibronic simplified model (PKS model) to illustrate intervalence
charge transfer absorption bands in mixed valence systems.201a

Double exchange, in conjunction with vibronic interaction, assists
in analysing electron delocalization patterns and spin states in the
Robin and Day classification of mixed valence complexes. In the
PKS model, the donor and acceptor each possess a single orbital,
which accounts for the coupling between the extra electron and
the vibrations of the ligand environment of donor/acceptor
centres.201a The deficit of considering the breathing vibration
in the PKS model was compensated by the improved effective
Hamiltonian model approach proposed by Borshch and co-
workers.196c,201b This arose from the concept that vibronic
coupling and electron transfer parameters are not independent
and that electron transfer necessarily relies on displacement of
the bridging ligand.196c,201b Considering that the significant
impact of vibronic PKS vibrations on the indirect electron
transfer matrix is driven by the bridging ligands, a further
extension of the simple PKS model was constructed.201c This is
viable for finding stability criteria with respect to the PKS
vibrations of the mixed valence clusters of the Robin and Day
classification.201c

The initial attempt to compute various SH parameters of
mixed-valence systems were carried out by Bencini95a et al.
using the VWN-Stoll functional on the FeII–FeIII mixed valence
compound [Fe2(OH)3(tmtacn)2]2+ (86) (tmtacn = 1,4,7-trimethyl-
1,4,7-triazacyclononane) with the aim to develop a consolidated
characterization procedure for mixed valence complexes. Com-
putations predict a large ferromagnetic interaction (+274 cm�1)
and, consequently, strong double exchange (1366 cm�1) for this
Fe-mixed valence complex. Changes in the Fe–Fe distances were
found to have an impact on the magnitude of J and B.95b The
displacement of the bridging –OH ligands towards one of the Fe
sites and relaxing of the remaining part of the molecule paves
the way towards maintaining the minimum energy path along
the potential surface. These calculations were carried out with
varying Fe–Fe96 distances for the FeII–FeIII complex, which was
classified as a class III mixed valence compound (metal–metal
charge transfer transition). DFT calculations (ADF suite) were
carried out on mixed valence MnII–MnIII and MnIII–MnIV com-
plexes [Mn2O2(NH3)8]n+ (87) employing Xa-VWN-Stoll approxi-
mation on the geometry of minimum energy. The transfer
integral parameter b for this specific complex was computed
in order to subsequently evaluate the double exchange para-
meter (B). The computed exchange in these class-II compounds
was found to be FM in nature between the MnII–MnIII and
MnIII–MnIV ions.95b

Using a combination of DFT and TD-DFT methods, an
attempt has been made to thoroughly characterize a {VII–VIII}
[(PY5Me2)2V2(m-5,6-dimethylbenzimidazolate)]4+ (88) mixed valence
complex. Switching of AFM to FM exchange upon oxidation of
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the complex is in accordance with our earlier statement that the
presence of double exchange in a mixed valence complex (see
Fig. 16a97) tends to stabilize the highest ground spin state.
Structural optimization and CASSCF calculations predicted
S = 5/2 as the ground state, reproducing the experimental
observation. Spin density distribution implies complete deloca-
lization of the electron and equal dxz orbital contributions on
both the VII/VIII ions98 (see Fig. 16b). Using the DFT and TD-DFT
combination, the isotropic J is estimated to be�14 cm�1, while B
is computed to be 666 cm�1 (see Fig. 16c for the developed PES).
These estimates are in accord with experimental values.94,99

Calculations suggest complex 88 as an intermediate of the
class II and class III types.94 More accurate Density Matrix
Renormalization Group100 (DMRG, BLOCK code) calculations have
been performed on [Fe2S2(SCH3)4]2�/3� (89) and [Fe2S2(SCH3)4]2�

(90) complexes by Neese et al. These calculations demonstrated
that the conventional Heisenberg double exchange model under-
estimates the number of low-lying states, and this can be ascribed
to the absence of very important Fe d–d transitions. This work
essentially necessitates the accessibility of low-lying states for its
implication in multiple electronic states and the non-adiabaticity
of the reactions.

Although the B parameter is a boon for SMMs, there are
several challenges in obtaining a complete delocalization of the
unpaired spins in polynuclear complexes. For these reasons,
there are no SMMs reported to date which demonstrate opera-
tional double-exchange phenomena. This is also correlated to
the very small number of experimental and theoretical studies in
this direction. A synergetic experimental and theoretical study
focusing on several novel mixed valance systems is needed to
effectively utilize B in the design of novel SMMs.

3.3 Anisotropic exchange interaction

Anisotropic exchange101 is basically a synergistic effect of spin–
orbit coupling perturbations and coupling between the ground
state of an ion and the excited states of another ion.1d In com-
plexes with orbitally nondegenerate ground states, isotropic
exchange prevails and a simple Heisenberg model can be used

to represent the ‘‘spin-only’’ exchange parameter. Contrarily, for
complexes with orbitally degenerate ground states where the
angular momentum is not suppressed by low-symmetry ligand
fields, ‘‘spin-only’’ analysis of the exchange (the conventional
Heisenberg–Dirac–Van-Vleck model) fails to sufficiently provide
the theory behind the magnetic data. This implies the need
for a kinetic exchange Hamiltonian (an orbitally dependent
exchange Hamiltonian) which can be represented by orbital
matrices, variables and spin operators.102 The Hamiltonian
corresponding to the anisotropic exchange can be described
as follows:

Ĥex = �JxŜ1,xŜ2,x � JyŜ1,yŜ2,y � JzŜ1,zŜ2,z (8)

Four cases based on the above eqn (8) may arise: (i) Jx = Jy = Jz;
the standard Heisenberg model Hamiltonian for magnetic
exchange and the resulting exchange is isotropic in nature,
and its spin is three dimensional; (ii) Jx = Jy = 0; this is known as
the Ising model for magnetic exchange. This defines an aniso-
tropic spin exchange model where the spins align themselves
either up or down along the z axis, but the xy plane is spin free,
i.e. one dimensional spin; (iii) Jz = 0, termed the X–Y model for
magnetic coupling; as in case (ii), this form of exchange is also
anisotropic; (iv) Jx = Jy = Jz a 0 which gives rise to a three
component anisotropic exchange model. The orbitally dependent
exchange is considered to be the salient feature of the unquenched
orbital angular momentum in complexes with orbitally-degenerate
ions manifesting strong magnetic anisotropy; it may dramatically
enhance the barrier for magnetization reorientation. This
induces prominent exchange anisotropy103,104 in complexes
with orbitally degenerate ions. Moreover, the ligand field effect,
spin–orbit coupling and Zeeman interaction must also be
accounted for in these orbitally degenerate systems. The depen-
dence of magnetic exchange on the spin population (arising from
spin delocalization/polarization exerted on the ligand) of different
symmetry orbitals has been noted earlier by Atanasov et al.105

Additionally, in consideration of isotropic exchange coupling, incor-
poration of this orbital dependent102 (anisotropic part) exchange
is found to induce huge exchange anisotropy in the studied

Fig. 16 (a) Generic orbital scheme for a mixed valence {d2–d3} {VII–VIII} pair representing spin-dependent electron transfer (double exchange).
Reprinted with permission from ref. 97. Copyright 2012 American Physical Society. (b) DFT-computed spin density plots for the LUMO of high spin states
showing equal dxz contributions on both the V ions. The iso-density surface represented corresponds to a value of 0.03 Bohr3 e�1. The green and red
colours indicate positive and negative densities. Reproduced from ref. 98 with permission from the Royal Society of Chemistry. (c) DFT-computed
potential energy surface for different spin states of complex 88. Reproduced from ref. 98 with permission from the Royal Society of Chemistry.
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complexes,105 stressing its importance. Anisotropic exchange
has been illustrated earlier by the potential exchange term,
neglecting the kinetic exchange model and including spin
orbit coupling through super-exchange.106 The computational
approach to extract anisotropic exchange is described in detail
elsewhere;104,107 here, we intend to discuss the results obtained
through such calculations.

Pragmatic instances of computing orbitally-dependent
anisotropic magnetic exchange. Although the computation of
orbitally-dependent anisotropic magnetic exchange is rare,
these parameters are often extracted by fitting various experi-
mental data with a model Hamiltonian. Coupling 3d-ion to
[MoIII(CN)7]4� pentagonal bipyramidal heptacyanometallate104

was shown to trigger strong exchange anisotropy and a large
magnetic exchange interaction, blocking temperature and energy
barrier for magnetization reversal. Studies on extracting the aniso-
tropic exchange for four complexes, [MnII

2(H2O)5MoIII(CN)7]�4H2O
(91), [MnII

2(H2O)5MoIII(CN)7]�4.75H2O (92), K2[MnII
3(H2O)6MoIII(CN)7]

(93), and [N(CH3)4]2[MnII(H2O)]3[MoIII(CN)7]2 (94) with similar
core structures of [MoIII–CN–MnII] have been attempted.
Analysis yields opposite signs for the two strongly anisotropic
exchange interactions, i.e. Jz 4 0 and Jxy o 0, arising from the
orbital degeneracy and strong spin–orbit coupling of MoIII ion.
This prevents precise determination of the nature of exchange,
ferro/antiferro, and exemplifies an extreme case of exchange
anisotropy. These results by Mironov et al.104 are reminiscent of
previous studies on the YbIII–CrIII 107b pair, which shows oppo-
site signs ( JJ = �5.2 cm�1 and J> = +4.2 cm�1) of exchange
interaction. It is notable that although the origins (spin–orbit
coupling) of exchange anisotropy and the anisotropic g tensor
are similar, no actual correlation exists between them. BS-DFT
(ADF suite) in conjunction with VWN-PW91 was carried out on
different sets of cyanometallate complexes with CuII–NC–MIII

[M = Cr and low spin Mn, Fe] fragments.105 Different occupa-
tions of t2g orbitals (x, y and z) of low spin FeIII lead to a T-type
orbitally degenerate ground state, which is prone to be dis-
turbed by J–T effects in the presence of spin–orbit coupling.
Calculations reiterate the need to incorporate orbital dependent

exchange contributions for reproducing experimental J values
of ions with T-type (x, y and z) ground states. The extended
ligand field DFT (LFDFT, ADF suite) method has been employed
to gain insights into anisotropic magnetic (exchange) properties
by merging local, single and two-centre magnetic anisotropy.108

Calculations were carried out using spin-projected and spin-
unprojected methods on a set of FeIII–CN–MII complexes
[(CN)5FeIII-CN-MII(CN)(NH3)4]2� [M = Cu (95), Ni (96)]. The
T-type ground state of low-spin Fe(III) triggered the exploration
of two different types of108 exchange parameters, Jx = Jy � J(E)
and Jz � J(B2), for FeIII–MII, which depicts a C4v pseudo-
symmetry around each individual pair. This subsequently led
to the calculation of symmetric and antisymmetric tensors for
each pair representing magnetic anisotropy.108 In order to validate
the experimentally (TeraHz-EPR, INS) observed anisotropic
exchange coupling in [MnIII

2 (5-Brsalen)2(MeOH)2MIII(CN)6]+SMM
{MIII = Fe (97), Os (98), Ru (99)} {5-Brsalen = N,N0-ethylenebis(5-
bromosalicylide-ne)iminate, see Fig. 17a}, calculations were
performed on the full structure using DFT methods by our
group.109 In addition to DFT calculations, the CASSCF/RASSI-SO
approach has also been employed to understand the nature
of the determinants.110 By generating various configurations
using DFT calculations, various components of the three-axis
anisotropic exchange were computed for complexes 97–99
(see Table 4 and Fig. 17b for spin density plots). Calculations
performed on 99 yield ferromagnetic interaction along the
x-direction while yielding antiferromagnetic interactions along
the y- and z-direction. These estimates are consistent with experi-
mental studies110 (magnetic studies, INS and terra-hertz EPR)
carried out to extract these SH parameters in these complexes.
The methodology developed here has the potential to extract
these intricate parameters using computational techniques.109

Hence, our overall analysis suggests that orbitally dependent
magnetic exchange is a vital parameter to increase the blocking
temperature as well as the barrier height in order to gain
improved SMM characteristics, unlike the conventional need
for the single-ion uniaxial zero-field splitting parameter (see
Fig. 17c).111,112

Fig. 17 (a) Crystal structure of complex 97 with possible exchange interactions. Adapted with permission from ref. 109. Copyright 2014 Wiley-VCH.
(b) Spin density plot for complex 99 having S = 9/2 when the unpaired electron is in the dxy orbital (with isovalue of 0.002 e�1 Bohr�3). Reprinted with
permission from ref. 109. Copyright 2014 Wiley-VCH. (c) MAGPACK computed spin energy levels for 98; left corresponds to Ising type ferromagnetic
interactions in 98 (Jx = +25.5 cm�1 and Jy = Jz = 0), while right indicates anisotropic interaction in 98 (Jx = +25.5 cm�1, Jy = �102 cm�1, Jz = �22.5 cm�1).
Reprinted with permission from ref. 109. Copyright 2014 Wiley-VCH.
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3.4 Zero-field splitting parameter (D)

The zero-field splitting113 tensor is a salient parameter of an
effective spin Hamiltonian. It instigates splitting of the 2S + 1
magnetic level202 into MS = S, S � 1,. . ., �S sublevels in the
absence of the magnetic field, and it can be represented by the
corresponding axial (D) and rhombic (E) parameters. The zfs
parameter is prominent in transition metal complexes with
unquenched orbital angular momentum in the pure electronic
ground state. It is worth noting that stabilization of the lowest
absolute value of �MS leads to a positive D value (no bistability),
while a negative D value is noted for the highest �MS state
stabilization. Hence, to design novel SMMs, large negative D and
small E parameters must be achieved. Perturbation theory has
predicted two contributions to the origin of zfs:114 (i) direct spin–
spin coupling (SS) – originates from electron–electron magnetic
dipole–dipole interaction;115 (ii) mixing of excited states into the
ground state through the spin–orbit coupling effect (SOC). The
SOC116 term basically incorporates angular momentum into the
ground state. It should be noted that second order SOC is a
prevalent source of zfs in open-shell transition metal114c com-
plexes, while the first order SSC contribution predominates in
organic radicals.117 The Hamiltonian corresponding to the D and
E parameters is:

Ĥzfs ¼ D Ŝz
2 � 1

3
SðS þ 1Þ

� �
þ E Ŝz

2 � Ŝy
2

� �
; (9)

Moreover, D = Dzz � 1
2 (Dxx + Dyy) and E = 1

2 (Dxx � Dyy), given that
they obey 0 r E/D r 1/3.

The sign of D is found to be positive for an oblate spin
distribution and negative for a prolate spin distribution. Most
importantly, the magnitudes of D and E are correlated to the
strength of the dipolar interaction. Notably, a large rhombicity
(E/D = 1/3) value results in uncertainty of the D values.11b The
sign of the D value relies on Dzz and (Dxx + Dyy)/2, where a
comparatively larger Dzz term corresponds to a negative D value
and the reverse case indicates a positive D value.118 Electronic
transition between the d-orbitals with the same �Ml values, i.e.
dxy and dx2�y2 (Ml = �2) and dxz and dyz (Ml = �1), contributes to
the negative D parameter.2c It was determined that if the energy
difference between the two orbitals is larger than 0.03 a.u., the
D value should be small. Axial elongation is associated with
small negative D values, while compression leads to positive
D values.118 Moreover, a large rhombic regime (E/D = 0.16–0.33)
can be ascribed to large distortion around the metal

coordination sphere.188 Experimentally, electron paramagnetic
resonance (EPR), HF-EPR, magnetic circular dichroism (MCD),
ENDOR, ESEEM, ODMR and Mössbauer spectroscopy can be
utilized to determine the magnitude of D and E. The illustration
of these small magnitude D and E parameters in a coordination
environment is challenging.114c,119 On this note, quantum
chemistry calculations play a vital role by (i) aiding the precise
analysis and rationalization of the experimental EPR spectra;
(ii) evaluating the correlation between the structural geometry
and the D tensor; (iii) illustrating the controlling factors
that contribute to the observed D tensor.120 Both DFT and
ab initio (CASSCF/PT2 (2nd order perturbation theory, effective
Hamiltonian approach, EHA), NEVPT2, MRCI) methods are
available to calculate the zfs parameters (D and E) of transition
metal complexes. A detailed computational approach to the
estimation of zfs been discussed elsewhere.11a,121,122 Although
DFT calculation of the zfs has previously been extensively used,
it often fails to arrive at the correct sign or magnitude, as
excited states of different multiplicities contribute significantly
to the zfs parameters.133 For these reasons, we intend to focus
our attention here on the estimation of zfs parameters using
ab initio methods. Also, the literature on the computation of zfs
is very rich; here, we have considered only two prominent metal
ions for the discussion: NiII and CoII. This is essentially due to
the fact that very large D values, as high as 500 cm�1, are
observed for NiII complexes, while several CoII complexes
exhibit SMM behaviour with large Ueff values. Other metal ions
have so far failed to make the mark in either of the criteria
mentioned. Additionally, an exhaustive review on this topic has
already covered several other examples.11c,122

Pragmatic instances of computing zfs parameter in mono-
meric NiII metal complexes. Since the last decade, several NiII

(S = 1) monomeric complexes have been reported that possess a
large range of D values, from �500 cm�1 123 (E = 0.18 cm�1) to
+200 cm�1, and appealing magnetic properties. Despite the
associated large D values, they do not demonstrate SMM behav-
iour, essentially due to the strong coupling between MS = �1
states.124 D values of NiII based complexes vary upon changing
the coordination environment, i.e. hexacoordinate octahedral125

{�10 (E/D = 0.02) to +10 cm�1}, pentacoordinate trigonal
bipyramidal (�120 to �200 cm�1, E B 3 to 0 cm�1), tetrahedral
(�8 to +11 cm�1), and pentagonal bipyramidal (�13 cm�1;
E = 1.2 cm�1).126 The trigonal bipyramidal structures with small
distortion are found to be the most suitable ones to design
SMMs with large negative magnetic anisotropy. The NiII ion,
with a d8 configuration and trigonal bipyramidal geometry, has
degenerate dxy and dx2�y2 orbitals and an unquenched orbital
angular momentum. J–T distortion is expected to remove the
degeneracy to place the first excited state at proximity to the
ground state. This results in the observation of large negative
D values for NiII complexes possessing trigonal bipyramidal
geometry. Structural distortion will enhance the ground-excited
state energy gap; subsequently, the D value will be reduced.
Deformation of the equilateral triangle constituted by the
equatorial ligands (a), bending of the axial metal–ligand bonds
(b), and placing large ligands in the equatorial position and

Table 4 DFT computed magnetic exchange for complex 99 along with
experimental values

Complex

JDFT (cm�1) Jexp (cm�1)

J1 J2 J3 J1 J2 J3

99 x 12.1 12.1 0.09 7.5 7.5 —
(7.5) (7.5) —

y �6.9 �6.9 0.06 �9.0 �9.0 —
(�10) (�10)

z �14.1 �14.1 0.27 �76.5 �76.5 —
(�39) (�39)
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bulky (rigid) ligands (always weak field ligands) in the axial
positions enables minimization of the structural distortions
(enhanced D). It is of high relevance to mention here that MRCI
calculations on [Ni(MDABCO)2Cl3]+ (100) (MDABCO+ = 1-methyl-
4-aza-1-azo-niabicyclo[2.2.2]octanium cation) give a predicted
D value of B�535 cm�1 (E = 0.18 cm�1); this has very recently
been verified by HF-EPR studies.123,127,123b Other NiII monomeric
complexes with trigonal bipyramidal geometry which also
exhibit large D values include [Ni(Me6tren)Br](Br) (tren = tris-
(2-aminoethyl)amine) (101) and [Ni(Me6tren)Cl](ClO4) (102) (see
Fig. 18a), where D values as high as�200 cm�1 (E = 1.6 cm�1)124

have been observed. In both the above cases, the ground state
degeneracy has been removed (J–T induced transition states),
leading to a reduction in the first-order spin–orbit coupling. This
is essentially because the J–T distortion is counterbalanced by the
rigid organic ligand, which helps to maintain higher symmetry for
the structure (see Fig. 18b and also 18c for correlation between
nature of magnetic anisotropy and D-tensor axis frame134).124

Other structures of NiII ion which are found to exhibit very large
D values include the trigonal pyramidal structure, where a
combined experimental and theoretical study undertaken on
K{Ni(N[CH2C-(O)NC(CH3)3]3)} (103) complex revealed a Dcal

value of �244 cm�1 (Ecal = 1.9 cm�1), while experiments yielded
Dexp = �200 cm�1. The large D value observed in these structures
can be attributed to the d-orbital spitting in the J–T distorted
trigonal pyramidal ligand environment, placing the excited state
at close proximity to the ground state.123b

A CASSCF study undertaken by us to discover models
possessing large D values is of relevance here (see Table 5), where
D values in the range of +96 cm�1 to �300 cm�1 (Ecal = 0 cm�1)
were observed for several structures.128 There are several
reports on the estimation of zfs parameters in octahedral NiII

complexes. Ab initio CASSCF/CASPT2/RASSI-SO (restricted active
space state interaction-spin orbit)/atomic mean-field approxi-
mation (AMFI) has been employed successfully on a series of
NiII mononuclear complexes with structures varying from com-
pressed tetragonal systems to elongated ones in order to

compute axial as well as rhombic zfs parameters. The test set
includes 12 different complexes belonging to four categories:
group I (homoleptic complexes; {NiN6}), [Ni(iz)6]2+ (104) (see the
transition responsible for the D value in Fig. 19a), group II
(quasi octahedral; {NiN4N2

0}), [Ni(iqu)4(NCS)2] (105) group III
(tetragonal; {NiN4O2}) [Ni(pz)4(ac)2] (106) and group IV (rhombic
systems; {NiN2O2O2

0} {Ni(dmeiz)2(fm)2(H2O)2} (107); iz = imid-
azole, iqu = isoquinoline, pz = pyrazole, dmeiz = 1,2-dimethyl-
imidazole), and they also show D values in the range from�3.7 to
+8.8 cm�1; E/Dcal varies from 0.01 to 0.32.128 Computations on
[Ni(HIM2-Py)2NO3]+ (108) (HIM = imidazole) (Dcal/Dexp =
�10.6/�10.2 cm�1 and Eexp/Ecal = 8.1/4.4) and [Ni(glycoligand)]2+

(109) (Dcal/Dexp = 8.1/4.4 cm�1 and Eexp/Ecal = 0.6/0.8) complexes
predict an influential role of xy-plane angular (along N–Ni–N)
distortion on the zfs parameter. Moreover, these calculations
also revealed a strong correlation between the geometry and
s-donor character of the ligand in modulating the zfs
parameter.129 Distortion within a structure leads to the obser-
vation of positive D values (+2.1 to +5.5 cm�1, with E/Dcal varies
from 0.00 to 0.33) as corroborated by ab initio calculations
on a series of NiII complexes [Ni(L1�H2O)(OH2)2](PF6)2 (110),
[Ni-(L1�H2O)(O2NO)]NO3 (111), [Ni(L1�H2O)(OOCCH3)]PF6 (112),
[Ni(L2�H2O)-NCMe](PF6)2 (113), [Ni(L3�H2O)OH2](PF6)2 (114),
and [Ni(L4�H2O)NCMe](PF6)2 (115) {L1 to L4 are various sub-
stituted bispidine ligands}.190 The contribution of the SOC
constant and excited states to the D value were found to

Fig. 18 (a) Crystal structure of complex 102 {Cl: green, remaining color scheme same as mentioned before}. (b) Schematic diagram explaining the moat
around the J–T C3 axis along with three symmetry-equivalent minima and transition states. Reprinted with permission from ref. 124. Copyright 2013
American Chemical Society. (c) Schematic of the conventions used to schematize the nature of magnetic anisotropy and to exhibit the magnetic axis
frame of the D tensors. Prolate electron density (ellipsoid) implies axial anisotropy, while oblate electron density (ellipsoid) represents planar anisotropy
(hard planes and hard axes are shown in black, easy planes and easy axes are represented by red; in the absence of rhombicity, only one axis has been
shown). Although this has been demonstrated based on dinuclear complexes, the theory is also valid for mononuclear complexes. Reprinted with
permission from ref. 134. Copyright 2014 American Chemical Society.134

Table 5 CASSCF + RASSI-SO computed D values for [Ni(NH3)n]2+ models
with n = 2 to 7. The E values are found to be zero for all the models

Coordination Geometry
Dcal
(cm�1)

Ecal
(cm�1) Dexp (cm�1)

2 Linear �123.38 0 8.6 to 14.2
3 Trigonal planar 96.86 0
4 Square planar �293.70 0 32
4 Tetrahedral �94.54 0 55
5 Trigonal bipyramidal �278.27 0 �120 to �180
7 Pentagonal bipyramidal �300.84 0 �13.9
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increase as we moved down group 17 in the periodic table, as
revealed by the calculations on Tp*NiX complexes {Tp* =
hydrotris(3,5-dimethylpyrazole)borate, X = Cl (116), Br (117), I
(118)}. Notably, SOC constants of heavier halogens sometimes
overcome the contribution from the metal centre. This leads to
the enhancement of individual excited state contributions to the
D parameter and consequently increases the negative D values to
3.9/3.8 (Dcal/Dexp), �11.4/�6.9, �22.8/�19.6 cm�1 for 116, 117
and 118, respectively. Moreover, metal–ligand covalency and low
symmetry effects must be targeted simultaneously for precise
determination of zfs parameters.130 A meticulous literature
survey and computations on nearly square pyramidal structures
[L1NiII(6,60-diMe-2,20-bipy)]+ (119) {HL1 = 2-[(1E)-N-(2-amino-
2-methylpropyl)ethanimidoyl]phenol} reveal large positive D
values (CASSCF: D = 32.5 cm�1, E = 9.7 cm�1, E/D = 0.3; NEVPT2:
D = 21.9 cm�1, E = 7.0 cm�1, E/D = 0.32).131 Despite the similar
number of coordinated donor ligand atoms, structural/electronic
differences in the binding mode (i.e. trans-N4N2

0 and
meriodoinal-N3N3

0) around the metal ion leads to different
D values. Moreover, computations allow us to demarcate the
s-donating abilities of the N donor atoms.132 In most cases,
ab initio calculations are found to overestimate rhombic
anisotropy.131 Electronic transition between the d-orbitals with
same �Ml values126 (dxy–dx2�y2 and dxz–dyz) contributes to
negative D values, while the transition between different �Ml

values corresponds to positive D contributions. The negative
D contribution can be enhanced by decreasing the energy gap
between the ground and excited states by promoting coupling
between them. Decreasing the energy gap between the three sets
of orbitals, (dxz, dyz), (dxy, dx2�y2) and dz2, will facilitate the negative
contribution of the D parameter.126 However, this negative D
contribution can be further increased by substituting the axial
ligand with a better s-donor in order to increase the energy of the
dz2 orbital or by inducing the p-donor ligand to promote the
energy lowering of the (dxz, dyz) orbital set.126,114c,133 Several other
calculations have reaffirmed the role of the J–T axis and the role of
organic ligands in dictating the zfs parameters.124

Calculations were carried out on six pentacoordinate NiII

complexes (square pyramid and trigonal bipyramid) of the
general formula [Ni(L5)], (120–125) {H2L5 = salen type; (3-tert-
butyl-2-hydroxy-5-methylbenzylidenyl)-1,7-diamino-4-methyl-4-
azaheptan} but varying in the R-group substitution at the
phenyl ring and the two N-atoms (see Fig. 19b for one of the
crystal structures of complex 120). Ab initio calculations
on these series yielded a large negative range of D values, i.e.
�25.3 (E/D = 0.17) to �63.2 (E/D o 0.07) cm�1. This is again
suggestive of an inverse relationship between negative axial zfs
parameter and rhombicity. Moreover, trigonal bipyramidal
geometry corresponds to negative D values, while square planar
geometry is associated with positive D values. This was evidenced
by the developed linear correlation between D and the geometrical
parameters (t, torsional angle, see Fig. 19c).135 The magnitude of D
is computed to be affected by the Ni–O and Ni–Se bond lengths,
while the D values in S-containing complexes only rely on the Ni–O
bond length. Elongation along the z and x/y axes results in negative
and positive D contributions, respectively. Large E/D values (large
rhombicity) cause issues in the accurate prediction of D values.
Calculations on trans-[NiII{(OPPh2)(EPPh2)N}2(sol)2] (E = S, sol =
DMF (126); E = Se, sol = DMF (127); E = S, sol = THF (128); E = Se;
sol = THF (129)) (126–129) inferred large D values for S {3.1/2.6 and
9.2/6.4 cm�1} Dcal (S/Se) DMF and THF substitution, i.e. 126,
127, 128 and 129 respectively, (E/D = 0.16 to 0.33) containing
NiII-complexes as compared to the respective Se-coordinated
compounds. Among CASSCF/MRDDCI2/QDPT, CASSCF/SORCI/
QDPT and NEVPT2/QDPT, this last methodology gives the best
numerical estimate of the zfs parameters for transition metal based
complexes.188 Completely axial high-spin (S = 1) tetrahedral NiII

complexes, i.e. [Ni{iPr2P(Se)NP(Se)iPr2}2] (130) show large negative D
values (Dcal/Dexp = 47.9/45.4 cm�1; E/Dcal = 0.05 vs. E/Dexp = 0.04),
and the major contribution comes from the SOC interaction of Ni
ion (the Se contribution is negligible).136 A meticulous survey on
the calculation of zfs parameters in NiII complexes clearly revealed
that axial anisotropy parameters calculated with DFT are, in
general, anomalously small for these complexes.133

Fig. 19 (a) CASSCF-computed metal based d-orbitals with single excitations. The picture shows all possible spin-conserved excitations responsible for
the zfs for the set tested. The green and red regions indicate positive and negative spin populations. The isodensity surface represented corresponds to a
value of 0.015 e� Bohr�3. The orbitals and the energies are for the group-I complex of ref. 128. Reprinted with permission from ref. 128. Copyright 2014
Wiley-VCH. (b) CASSCF/NEVPT2-computed principal axis of the zfs tensor for 120. Reproduced from ref. 135 with permission from the Royal Society of
Chemistry. (c) Magneto-structural correlation developed between D and the geometrical parameter (t) on complexes 120–125. Reproduced from
ref. 135 with permission from the Royal Society of Chemistry.
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Pragmatic instances of computing the zfs parameter in Co
monomeric complexes. Several complexes comprising cobalt
ions in their different oxidation states have been reported.137

All of these possess a wide range of D values, i.e. CoI: +42 cm�1

(E = 0.08);138 CoII: �112 (E = �1.1 cm�1) to +55 cm�1 (E/D = 0.20
to 0.32),139,140,203,208 CoIII: 35 to 145 cm�1.141,142 It is worth
noting that CoII complexes may exist in various symmetries, i.e.
D2d, C2v, C2 and C1, complicating the analysis.143 Moreover, the
magnetic susceptibility data for CoII-pseudotetrahedral com-
pounds are insensitive to the sign of D.143 Hence, gaining
intuitive understanding of the magnetic properties of Co-based
complexes using computational techniques is of prime interest.
Multireference ab initio methods have been employed on the
complex [CoII(PPh3)Cl2] (131), yielding zfs parameters which are in
good agreement with experiments (Dcal/Dexp =�17.6/�14.8 cm�1).
Spin–orbit coupled (SOC) N-electron states play a proactive
role compared to the respective spin–spin coupled states (SSC)
towards determining the ground state zfs parameter. Incorpora-
tion of the spin–orbit mean field (SOMF) in CASSCF/QDPT
calculations improved the accuracy of the computed results.139b

Torsional angles (o, R-S-CoII-S) were found to play a decisive
role (see Fig. 20a) in regulating the D values for pseudotetrahedral
[CoII(SR)4] complexes (132). In complexes with D2d geometries,
the dx2�y2 to dxy electronic transition contributes predominantly
to the D parameter, resulting in negative D values. For a torsional
angle variation of 451 o o o 1351, the energy of the dxy and
dxz/dyz orbitals increases and decreases, respectively (see
Fig. 20a); when oo 451 and 41351, the orbital energy ordering
is reversed.144 There are also reports on the observation of a
broad range of D (�8 to +11 cm�1, E/D varies from 0.01 to 0.28)
for flattened pseudo-tetrahedral [CoIIL2Cl2] complexes (133)
{here, L can be quinoline, benzimidazole, cytosine, imidazole,
2-aminopyrimidine}.189 Very recently, detailed theoretical studies
have been reported on pentacoordinated S = 1, CoIII complexes.145

Contrary to our earlier statement for NiII on halide ligands, in
CoIII-LX {X = Cl (134), Br (135), and I (136)} (L = 2,20-(2,2 0-
bipyridine-6,60-diyl)bis(1,1-diphenylethanethiolate)) structures,

the D value decreases going down the column of group 17 in the
periodic table (32, 22, and 16 cm�1 for 134, 135 and 136,
respectively). This has been attributed to the favoured spin-
conserved transitions between the comparatively close lying
SOMOs–DOMOs (see Fig. 20b) in the CoCl analogue (as com-
pared to CoBr/CoI).145 This prominent halide ligand effect on
the D values encouraged us to explore ligands of group 16.
Recently, a synergetic approach between experiment and theory
has been undertaken to switch the sign of zero-field splitting in
a tetrahedral CoII complex. Initially, a tetrahedral CoII complex
([CoII(L)(X)2(MeCN)]; here, L = 2,3-diphenyl-1,2,3,4-tetrazolium-
5-olate and X = Cl and Br) was synthesized, possessing D values
of +15.6 and 11.1 cm�1 for the Cl and Br derivatives, respectively.
CASSCF calculations performed by us on the X-ray structures
yielded Dcal values of +20.35 and +18.5 cm�1 for the Cl and
Br derivatives, respectively. In addition to rationalizing the
observed positive zfs values based on the orbital energies and
corresponding transitions (see Fig. 20c), a search for possible
negative D values has been undertaken. In this regard, S and
Se derivatives of the ligands have been modelled in silico,
yielding Dcal values of �20.46 cm�1 and �20.52 cm�1 for the
S and Se models, respectively. With this feedback, experimental
groups synthesized the sulphur analogue, leading to a Dexp

value of �11.30 cm�1. Although there is a large deviation in the
magnitude of the computed D parameters, calculations per-
formed on the X-ray structure of the sulphur analogue bridged
this gap (Dcal of �15.9 cm�1). Most importantly, as predicted by
the calculations, the incorporation of softer donor ligands was
found to switch the sign of zero-field splitting, yielding a zero-
field SIM with a larger Ueff barrier. The change in D (positive
for the O analogue to negative for the S analogue) on moving
down the column (adding more np valence orbitals) is ascrib-
able to the favourable dx2�y2 to dxy transition of the S analogue
contribution to the Dzz component, resulting in a large negative
D value (see Fig. 20c).146 This unequivocally underlines the role
of theoretical calculations for targeted MNM synthesis beyond
serendipity.

Fig. 20 (a) Energy splitting of d orbitals along the D2d to S4 to D2d interconversion pathway, plotted as a function of the torsional angle o, on complex
132. Reprinted with permission from ref. 144. Copyright 2011 American Chemical Society. (b) Energy splitting of the five d-orbitals of three CoX
complexes (134, 135 and 136), where X is Cl, Br or I.145 Reprinted with permission from ref. 145. Copyright 2016 Wiley-VCH. (c) DFT computed eigenvalue
plots of the five d-orbitals for CoII complexes with O (left) and S (right) ligands, respectively.146 Reproduced from ref. 146 with permission from the Royal
Society of Chemistry.
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3.5 Exchange anisotropy

Exchange anisotropy103,214 implies magnetic manifestation of an
exchange interaction across the interface between two magneti-
cally ordered materials. With the aim to probe the importance of
exchange anisotropy and its relationship with single-ion aniso-
tropy, ab initio calculations were performed on the [MnIIICuIICl(5-
Br-sap)2(MeOH)] (137) dinuclear complex.147 In the case of a strong
exchange limit (where the isotropic exchange integral is larger than
the anisotropic interactions), the zfs of the spin state S can be
determined by vector coupling of two spins, SMn and SCu, which is
given by the following equation:

Ds = dMnDMn + dMnCuDMnCu (10)

where DMn is the single-ion anisotropy of MnIII ion and DMnCu is
the anisotropy that arises due to exchange between these two
ions: exchange anisotropy. The d coefficients are dMn = 3/5 and
dMnCu = 1/5.2c Similar SA-CASSCF (State Averaged-CASSCF)
calculations on the overall dinuclear complex (10 electrons in
13 orbitals) results in high energy of the low-lying excited states,
triggering a decrease in the overall global total ground-state
anisotropy parameter {cluster anisotropy; D5/2} for this complex.
This large energy gap between the ground and excited states for
the overall complex can be attributed to the computed strong
ferromagnetic exchange coupling (+78 cm�1) between the MnIII

and CuII ions. Using the above equation, the estimated exchange
anisotropy was found to be �0.27 cm�1. Hence, the global (D5/2)
anisotropy is being dictated by the combined effects of DMnIII

and DMnCu. A decrease in the Mn–Laxial bond length (axial com-
pression) to 2.1 Å results in an increase of the D5/2 value, while
further reduction of the bond length corresponds to the switching
of the anisotropy to a positive value (see Fig. 21a).

In addition to computing the exchange anisotropy, magneto-
structural correlations along the Bailer Twist directions were
performed on complex 137; a competing nature of DMnIII and DMnCu

was detected, leading to a reduction of the D5/2 values as the
distortion (twisting) increases (see Fig. 21b). This antagonizing
behaviour is attributed to the computed stronger magnetic exchange,

asserting that strong exchange and strong anisotropy are unlikely to
coexist in a SMM.147 This is reminiscent of earlier work by Ruiz
et al.,113 which deters the coexistence of large spin and large
magnetic anisotropy, consolidating our findings. Further
examples of this kind must be studied in detail to obtain a
clear picture of how exchange anisotropy influences the ground
state anisotropy of polynuclear complexes.

The parameters extracted above are valid only for strong
exchange limit scenarios; in weak exchange limit scenarios, the
anisotropy tensors Da, Db and Dab must be extracted directly.192b

Most importantly, in general, the overall magnetic anisotropy can
be deduced from the local anisotropy (except for complexes of
weak-exchange regimes).134 On this note, the calculation of local
anisotropy tensors for each metallic ion in a weak exchange
coupled dimeric MnIII complex is notable.216 DFT and multi-
reference correlated ab initio calculations (uses Hamiltonian con-
taining terms to depict local and inter-site interactions) yielded
DMn as +4.29 cm�1 (EMn/DMn = 0.19). This is quite consistent with
the value obtained from the fitting of the experimental EPR spectra
(DMn = 4.50 cm�1; EMn/DMn = 0.07).192b,204,216

3.6 g tensor magnetic anisotropy of lanthanide complexes

Zeeman splitting148 splits each J-state into 2J + 1 levels with con-
comitant MJ, corresponding to the values �J, �J + 1,. . ., J � 1, +J.
This invokes consideration of an effective g-value (gJ) instead of an
isotropic electronic g factor, which can be expressed as:

gJ ¼ 1þ JðJ þ 1Þ þ SðS þ 1Þ � LðLþ 1Þ
2JðJ þ 1Þ (11)

The g value becomes direction dependent due to the inherent
orbital contribution of the magnetic field exerted on the electron.
Hence, in an applied magnetic field, incorporating the ‘‘g tensor’’
following an effective Hamiltonian can be used:

Ĥ ¼ mBB̂gŜ ¼ mB HxHyHz

� �
gxx gxy gxz

gyx gyy gyz

gzx gzy gzz

2
6664

3
7775

Ŝx

Ŝy

Ŝz

2
6664

3
7775 (12)

Fig. 21 (a) CASSCF-computed D values for complex 137 by varying M–Lax bond lengths (J–T distortion). Reprinted with permission from ref. 147.
Copyright 2014 Wiley-VCH. (b) CASSCF-computed D values as a function of the Bailar Twist. Reprinted with permission from ref. 147. Copyright 2014
Wiley-VCH.
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The g tensor possesses information about the wave function of
a molecule in its electronic ground state. The relative weight
of the three main values of the g tensor anisotropy implies
different types of magnetic anisotropy of the ground states.149

Based on the directional dependence of g, they have been
classified into three categories: isotropic (gxx = gyy = gzz), axial
(gxx = gyy a gzz) and rhombic (gxx a gyy a gzz). Moreover, two
extreme cases of axiality may arise: (i) when gzz d gxx = gyy:
Ising type anisotropy and (ii) gxx = gyy d gzz: substantial
transverse components: transverse anisotropy.150 Ising type ani-
sotropy favours relaxation via the excited state and tends to
enhance the barrier height for magnetization relaxation (Ueff)
and fulfil the requirement to observe SMM behaviour. In these
instances, considering the values of the two lowest principal g
values as zero, magnetic properties in LnIII ions can be estimated
to an effective spin Seff = 1/2 of the Ising type. It is noteworthy that
the Ising model can be validated at low temperatures only when
the ground states are populated.149 Hence, it is clear that the
nature of the g-tensors dictates the relaxation of magnetization
in SMMs, and their evaluation is done simultaneously through
ab initio calculations. In some instances, our computed specula-
tions for preferred stronger axial/weaker equatorial ligand fields
in oblate ions has recently been verified by experimentalists.215

Significant efforts have already been dedicated to understanding
the magnetic anisotropy of lanthanide complexes using ab initio
(CASSCF/RASSI-SO/SINGLE_ANISO or POLY_ANISO) calcula-
tions. In this article, we would like to briefly cover the studies
on DyIII and ErIII mononuclear complexes. The computational
approach to the estimation of these parameters is detailed
elsewhere.151,205

Modelling g tensors in DyIII based monomeric complexes.
Owing to their unquenched orbital angular momentum and
inherent magnetic anisotropy, lanthanides are the most ubi-
quitous and suitable candidates for SMMs. This quality has led
to the design of SMMs possessing one lanthanide spin carrier,
and these are known to show large magnetization blockade
barriers; they are termed Single Ion Magnets (SIMs).14a In
SIMs,152,153 the crystal field of the coordinated ligands dictates
the magnetic properties underlining the ligand field environ-
ment as a salient feature. The coordination environment,
coordination number around the metal ion, local point group
symmetry, distortion around the metal ion,154 and strength and
position of the ligand field must be targeted simultaneously in
order to produce large Ueff values. Magnetic anisotropy in these
SIMs arises due to the interaction between the single metal ion
and the ligand field, leading to a preferential direction of the
magnetic moment. Hence, the dependence of the magnetic
properties of SIMs on their surroundings, in addition to the
structural and electronic aspects of the molecule, complicates
the understanding of spin dynamics in SIMs. Stabilization of
the highest �MJ level and minimal mixing of these �MJ states
are crucial to achieve slow relaxation of magnetization and
improved SIM characteristics. This favourable geometry can be
achieved by placing the crystal field preferably along the axial
and equatorial directions for oblate {CeIII, PrIII, NdIII, TbIII, DyIII

and HoIII} and prolate {PmIII, SmIII, ErIII, TmIII and YbIII} ions,

respectively (Fig. 22).155 These presumptions are underlaid with
the old tabulated Stevens coefficients206a a, b, g of the rank
(order) k = 2, 4, 6, respectively, of the extended Stevens operator
Oq

k in the crystal field Hamiltonian. Only considering ground
ranked parameters (k = 2) (Bq

k = computed crystal field para-
meter; B0

2), LnIII ions with negative a values (CeIII, PrIII, NdIII,
TbIII, DyIII and HoIII) will possess the highest �MJ level ground
states in the presence of the axially elongated ligand field
environment. However, the equatorial/axial compressed environ-
ment is expected to stabilize the highest �MJ level ground state
for LnIII ions with positive a values {PmIII, SmIII, ErIII, TmIII and
YbIII}.154 To promote the stabilization of the medium-to-high
�MJ level, TbIII, ErIII and TmIII ions require preferred ligation
along the xy plane, while PrIII, NdIII, DyIII, HoIII and YbIII should
have preferential ligation at polar angles of B50 to 601.154 This
entails a proper definitive theoretical analysis13c of the crystal
field Hamiltonian in LnIII SIMs, as the crystal field solely leads to
the zero-field splitting of the LnIII-ion �MJ ground state.206b,206c

In order to achieve an ideal SIM, the extradiagonal parameters
should be negligible and the diagonal parameters should pre-
vail; otherwise, in the reverse case, the mixing of �MJ levels will
decrease the SIM behaviour.154 Complexes with D4d, C5h,
D6d (ideal pseudo-axial symmetry) and symmetry of the order
7 or higher seems to be the ideal geometry to stabilise the
highest�MJ level ground state, given the maximization of B0

2. In
an axially elongated coordination environment (another crystal
field parameter, Aq

k, is positive; B0
2 p aA0

2), ions with positive
a values are associated with positive B0

2 values, while ions with
negative a values possess negative B0

2 values. On the other hand,
in an axially compressed ligand field atmosphere (another
crystal field parameter, Aq

k, is negative), ions with positive
a values are associated with negative B0

2 values, while ions with
negative a values possess positive B0

2 values. In general, the sign
of B0

2 is dictated by the axial (polar angle o54.71) or equatorial
(polar angle 454.71) nature of the LnIII centres. This synergistic
correlation between the crystal field parameter, the nature of
the LnIII ion and the coordination environment is extremely
crucial to obtain ideal SIMs.154 Among all the LnIII based SIMs,
DyIII {6H15/2} has been found to be the most promising156,157

candidate due to (i) stronger magnetic anisotropy than the early
lanthanides; (ii) the largest orbital angular momentum (MJ) and
magnetic moment; (iii) an odd number of 4f electrons (9), which
confirms the bistability and the presence of Kramer’s doublets.156a

Fig. 22 Image describing the low- and high-energy configurations of the
4f-orbital electron density with respect to the ligand field environment for
a 4f ion with oblate (left) and prolate (right) electron density. Reproduced
from ref. 155 with permission from the Royal Society of Chemistry.
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Electrostatic models based on electrostatic energy minimiza-
tion (atomic charges coordinated to the metal centre) have been
established to extract the orientation of the anisotropy axis.158

At low temperature, the ground doublet of DyIII ion is approxi-
mated as an effective spin of Seff = 1

2, with gyromagnetic factors
gJ B 20 and g> B 0.2c,159 This ideal case was evidenced by
the ab initio calculations, where a very large energy barrier
(42085 cm�1) was achieved for a perfect axially symmetric
[DyO]+ complex.160 It is notable that extensive theoretical studies
have proved non-collinearity between the principal molecular sym-
metry axis and the orientation of the magnetic anisotropy.159,161

Ab initio calculations on Dy-aluminate complex [Dy(AlMe4)3]
(138) reproduced the experimental findings of weak SMM
behaviour. Additionally, it is suggested that the intermolecular
Dy–Dy interaction is a significant contributor to the observed
prominent QTM effect.162 Extensive studies were carried out on
a series of twenty DyIII SIMs157 (ranging from zero-field and
field induced to no SMM behaviour) to gain deeper insights
into the key parameters that control the SMM characteristics.
A meticulous survey revealed two types of compounds: (a) the
heterolepticity of the ligand environment corresponds to the
strongest axial anisotropy, while (b) sandwich type complexes
are associated with small anisotropy. Triangular dodecahedron
and square antiprismatic coordination environments were
found to improve SIM/SMM behaviour, while cubic geometry
has the reverse effect. The 4f-b electron densities of DyIII tend to
concentrate to an axially compressed shape, as expected for
an oblate-shaped DyIII ion, in order to minimise electrostatic
repulsion.

The incorporation of electron withdrawing elements on the
targeted ligands around DyIII ion was found to substantially
increase the Ueff values, as exemplified by [Dy2(valdien)2(L)2]
(139–140) complexes {H2valdien = N1,N3-bis(3-methoxysalicyl-
idene) diethylenetriamine}; L = nitrate or acetate.163 The appli-
cation of a magnetic field and dilution of the magnetic sample
induces suppression of QTM, resulting in enhanced Ueff

values.164 The linkage between ab initio calculations and experi-
mental (IR,INS) techniques proved to be viable in the accurate
determination of the g-tensor anisotropy and other magnetic
properties.165 The correlation between the accurate ligand
position and the nature of the 4f-electron density was evidenced
by the ab initio calculations on [Dy(COT)2]� 166 complex (141).
The preferential equatorially aligned COT002� ligand around
DyIII corresponds to the MJ = �1/2 stable ground doublet in
[Dy(COT)2]�,167 corroborating earlier statements. Surprisingly,
changes in the second coordination sphere ligated atoms, i.e.
introducing trimethylsilyl groups onto the COT002� ligand, leads
to a variation in the orientation of the g-tensor anisotropy of
ground state KD (see Fig. 23). Detailed magneto-structural
correlation on [Dy(DOTA)(H2O)]+ (142) complex {DOTA = 1,4,7,10-
tetraazacyclododecane N,N0N00,N0 0 0-tetraacetic acid} clearly revealed
the impact of the second-coordination sphere (hydrogen atoms
of water molecules) on the orientation of the easy anisotropy
axis, g-tensor magnitudes and Ucal values.159,161 The observa-
tion of slow magnetization dynamics in transverse anisotropic
(easy plane anisotropy) DyIII-analogue was again corroborated

by another set of calculations on [Dy(trensal)] complex (143)
{trensal = 2,20,200-tris-(salicylideneimino)triethylamine}. This
once again clearly indicates the lack of correlation between
the magnetic anisotropy of LnIII ions and the slow relaxation
dynamics and emphasizes the necessity of spectroscopic tech-
niques in this regard.168,169 Rapid progress in ab initio calcula-
tions resulted in derivation of the magnetic relaxation pathways
in several SIMs. Such calculations on [(iPr3Si)2N-Dy-N(SiiPr3)2]+

(144) complex yielded six almost pure �MJ states with two
strongly mixed higher lying KDs. This was further corroborated
by the complete Ising nature of the ground state KD (gzz = 19.9
and gxx = gyy = 0) and the very large value of gyy (B17.5) for the
eighth KD; a barrier height as high as 1800 cm�1 has been
suggested.170,171 Very slight modification in the ligand field
around DyIII, i.e. replacement of an amine by an imine, leads to
enhancement of the Ucal/Ueff values, as evidenced by calculations
on {DyIIIN,N0-bis(imine-2-yl)methylene-1,8-diamino-3,6-dioxaoctan
(145)} and {DyIIIN,N0-bis(amine-2-yl)methylene-1,8-diamino-3,6-
dioxaoctane (146)}complexes [Ucal/Ueff as 95/35 and 59/24 cm�1

for 145 and 146, respectively]. This is necessarily due to (i) shorter
Dy-imine bonds inducing stronger bonds in the axial position
and, hence, a stronger ligand field and (ii) subsequent increased
electron density along the anisotropic axis, corresponding to the
highly anisotropic DyIII ion.172 The strong equatorial ligand field
created by the three negatively charged Cp0 ligands (compared to
neutral phosphine) disfavours the SIM behaviour of [Cp03DyIII

PH2Mes] (147) adduct, resulting in a decrease of the Ucal/Ueff

values.173 The reduction of the cavity from [Dy(15C5)(H2O)4]
(148) to [Dy(12C4)(H2O)5] (149) (larger in 15-crown-5 compared
to the 12-crown-4 analogue) in a crown ether half-sandwich
DyIII complex results in zero-field SIM behaviour (Ucal/Ueff as
58/34 cm�1) and no SIM behaviour for 148 and 149, respec-
tively.174 Strongly linearly aligned negatively charged and weakly
neutral ligands at the axial and equatorial sites, respectively, are
ideally suited geometric environments for oblate type DyIII ions. This
was corroborated very recently175 by calculations on two complexes,
[Dy(BIPMTMS)(BIPMTMSH)] [BIPMTMS = {C(PPh2NSiMe3)2}2� and
BIPMTMSH = {HC(PPh2NSiMe3)2}�] (150) and [Dy(BIPMTMS)2]-
[K(18C6)(THF)2] (151). Magnetic relaxation is promoted via the
4th and 5th KD in 151, resulting in the experimentally (565 cm�1)
and theoretically (563 cm�1) largest ever barrier for magnetization

Fig. 23 Left: Orientation of the main anisotropy axis in the ground Kramer’s
doublet of [Dy(COT)2]� along the C8 axis; right: change of that axis on
incorporation of trimethylsilyl groups on the COT002� ligand. Reprinted with
permission from ref. 167. Copyright 2013 American Chemical Society.
Reprinted with permission from ref. 166. Copyright 2014 Wiley-VCH.
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reversal for any DyIII-based SIM.175 Ab initio calculations sug-
gest pure well isolated |�15/2i, |�13/2i and |�11/2i as the 1st,
2nd and 3rd KDs, respectively, quantized along the C = Dy = C
axis (corresponding to bis-methandiide ligand). This sub-
sequently quenches the relaxation via the low lying states and
induces relaxation to occur via strongly mixed 4th and 5th KDs.
For complex 150, relaxation takes place via the 3rd KD, where
there is a nice correlation between theory and experiments
(Ucal/Ueff = 170/177 cm�1). The quest for a suitable coordination
number encouraged us to perform calculations on DyIII models
with varying coordination numbers (2 to 12). The calculations
suggested a coordination number of ten to be the most favour-
able one, which is in good agreement with experimental
observations.176 The disadvantage of the equatorial ligand field
around DyIII was proved by our calculations with the stabili-
zation of the MJ = �1/2 ground state for [DyIII(NSiMe3)3] (152)
complex (see Fig. 24a and QTM = 3.5 mB). To our surprise, simple
incorporation of two –THF (oxygen bound) ligands in the axial
position [Dy(NHPhiPr2)3(THF)2] (153) leads to the stabilization
of the MJ = �15/2 state, stressing the presence of an axial ligand
environment for oblate ions.177 To achieve relaxation via the
highest KDs, apart from favourable ligand arrangements, high
symmetry also needs to be maintained. The computed/experi-
mental barrier for [Dy(tBu-acac)3bpy] (154) complex {tBu-acac =
2,2,6,6-tetramethylheptane-3,5-dionate and bpy = bipyridine} at
different temperatures suggests that the magnetic anisotropic
axis is insensitive to structural deformations due to thermal
effects. Hence, the demarcation between theory and experiment
can be attributed to the limited size of the employed basis sets,
unaccounted dynamic correlation and intermolecular dipolar
interaction.178 We have also performed extensive calculations
on {Dy-OH} models with varying coordination numbers around
DyIII and varying numbers of coordinated –OH ligands.186 Our
model studies predicted the crucial role of two axial ligands in
stabilising a larger angular momentum projection for DyIII

SIMs. We would like to note here that based on our predictions,
experimental groups211a synthesised a DyIII air stable SIM
complex possessing D5h symmetry (two axial ligands). This
complex unprecedentedly shows magnetization blocking (TB)
up to 12 K with an anisotropy barrier (Ueff) as high as 735.4 K
(511.1 cm�1; Ucal = 478.4 cm�1). Most importantly, the magnetic
hysteresis has been found to increase to 30 K (12 K), which is

phenomenal in the field of MNMs (Table 6).211a This much
larger barrier height for magnetization reversal is found to
correlate to the pseudo D5h symmetry found in this molecule.
This high symmetry significantly quenches the QTM effects and
promotes relaxation via the second excited KD, leading to a
record high blocking temperature. This is another example
where a coherent experimental and theoretical study unearthed
a novel DyIII single-ion magnet. This approach now has been
extended to other lanthanide ions, yielding unprecedented SIM
behaviour in other lanthanide complexes.215

As we mentioned earlier, the inclusion of 3d ions onto a 4f
ion plays a proactive role in quenching QTM and increasing the
Ucal value. On this note, the use of ZnII-diamagnetic ion
compared to other paramagnetic 3d ions is preferred because:
(a) it promotes suppression of Ln–Ln exchange through inter-
nal magnetic dilution; (b) paramagnetic ions might generate
random transverse fields, which would favour QTM and mitigate
the relaxation; (c) it induces increments of ligand donor atom
electron density. With all these logical background concepts,
reports of [Dy(HL)2(NO3)3] (156) and [ZnDy(NO3)2(L)2(CH3CO2)]
(155) {2-methoxy-6-[(E)-phenyliminomethyl]phenol (HL)} gain
relevance. In our attempt179 to enhance the ligand field inter-
action, we predicted that the incorporation of diamagnetic ions
such as ZnII can enhance the magnetic properties; complexes
156 and 155 prove this idea, where the barrier heights are
estimated to be Ucal/Ueff = 91/83 cm�1 and 76(46)/16 cm�1 for
complexes 155 and 156, respectively. Moreover, the enhancement
of Ucal (Ueff) upon inclusion of ZnII (diamagnetic ion) has become
the most pursued research topic of MNMs in recent years. This
has thus instigated us to profoundly explore the relaxation and
role of ZnII ions in this regard. In both the complexes (155 and
156), calculations revealed axial type ground state anisotropy. DFT
calculations predicted a larger negative charge polarization on the
bridging oxygen of [ZnDy] (155) analogue compared to [Dy]-only
complex (156), which subsequently promotes large electrostatic
interaction.179 This corresponds to the destabilization of excited
states and enhanced Ucal values for [ZnDy] analogue (155), sug-
gesting the necessity of the cation near the coordination environ-
ment to enhance the barrier for magnetization reversal.179

Ab initio calculations predicted an axial (gzz = 19.43) pure
MJ = |�15/2i ground doublet (strong easy-axis anisotropy) for
[Zn2Dy] [ZnCl(m-L)Dy(m-L)ClZn][ZnCl3(CH3OH)] (157).

Fig. 24 (a) Magnetic relaxation computed for complex 152. Reproduced from ref. 177 with permission from the Royal Society of Chemistry. (b) Ground
state g-anisotropy orientation in complex 160. Reprinted with permission from ref. 183. Copyright 2015 Wiley-VCH. (c) Magnetic relaxation computed for
complex 160. Reprinted with permission from ref. 183. Copyright 2015 Wiley-VCH.
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Complex {H2L = N,N0-dimethyl-N,N0-bis(2-hydroxy-3-formyl-
5-bromo-benzyl)ethylenediamine}, which is in line with the
experimental zero-field SMM behaviour (Ucal/Ueff = 129/97 cm�1).
The calculated ground KD magnetic moment is located between
the planes constituted by two Dy–O–Zn–O moieties and is colinear
with the two shortest Dy–O distances, stressing the oblate
nature of DyIII (in compliance with the electrostatic model).180

The efficacy of this topic induced profound study on another set
of complexes (158) possessing [ZnII

2 DyIII]3+ core structures with
ligands = {[2-(2-hydroxy-3-(hydroxymethyl)-5-methylbenzylidene-
amino)-2-methylpropane-1,3-diol] (LH4)}, where the relaxation
is computed to occur through the first excited KD (Ucal/Ueff =
147/47 cm�1), predominantly via the TA-QTM process. The
ground state is strongly axial, and this uniaxial anisotropy is

Table 6 Comparison of DyIII-SIM with some mononuclear 4f polynuclear 4f and 3d-4f based SMMS

Complexes Ueff/cm�1 Ucal/cm�1
ZFC maxima
(TB)/K

Hysteresis

Coercivity/T
Ambient
air stability Ref.T/K T s�1

[tBuPO(NHiPr)2]2[Dy(H2O)5][I]3 452.0, 511.1c 478.4 12 12a 0.0018 B0.9 (1.8 K) Yes 211a
30b 0.02 B1.5 (2.0 K)

[Dy(BIPMTMS)2][K(18C6)(THF)2] 502, 565 563 10 16 0.0035 o0.7 (1.8 K) No 175
o0.8c (1.8 K)

(Cp*)Er(COT) 224.5, 136.9 164.5 5c 5.0 0.000916 B 0 (1.8 K) No 211b
B0.01c (1.8 K)

(Cp*)Er(COT) 224.5, 136.9 164.5 — — 0.07c 1.3c (1.6 K) No 211b
Er[N(SiMe3)2]3 122 331 — 1.9 — B0 No 211d
[Li(DME)3][ErIII(COT00)2] 130 247.1 — 8.0 0.0022 0.6250 (1.8 K) No 211c
[Er(COT)2]� 199 244.7 — 12 0.0035 0.7 (1.8 K) No 166
[Er(COT)2]� 150.1 280.4 10c 10 0.00078 0.7 (1.8) No 211e

1.1c (1.8 K)
[Li(THF)4[Er{N(SiMe3)2}3Cl]�2THF] 44.0 — — 3c 0.00346 o0.02c (1.8 K) No 211f
[Pc2Tb][TBA] 230 — — — — — No 4a
[TbPc2]/[TBA][Br] 640.8c — — — — — No 211g
[TBA][Tb{Pc(phth3)}2] 463 — 2.0 0.01666 o0.03 (2.0 K) No 211h
[TbPc2] 410.1 — — — — — No 211i
[Tb{Pc(OEt)8}2][SbCl6] 549.7 — — — — — No 211j
[TBA][Tb{Pc(OEt)8}2] 508.7 — — — — — No 211j
[Tb{Pc(S-DOP)8}2] 479.6 — — — — — No 211k
[Tb(Pc)(Pc0)]� 652 — — — — — No 211l
[(Cp02Dy){m-P(H)Mes}]3 210, 256c 127, 134, 135 — 4.4c 0.0026c B0.03c (1.8 K) No 173
[K(18C6)]{[(Me3Si)2N]2(THF)Dy}2-
(m-Z2:Z2-N2)

123 — 8.3 8.3 0.08 B1.5 (2–6 K) No 87b

[Dy4K2O(OtBu)12]�C6H14 481, 220 373 — 5.0 0.14 o0.15 (0.03 K) No 211m
585c 617 6.0c B0.25c (0.03 K)

[Dy5(m5-O)(m3-OiPr)4(m2-OiPr)4(OiPr)5] 367 400 — 1.85 — — No 211m and
211n559d 685 7c 0.001c B0c

[K(18C6)(THF)2][{[(Me3Si)2N]2-
(THF)Tb}2(m-Z2:Z2-N2)]

227 — 14 14 0.0009 o5.0 (11 K) No 87a

[(Z5-Cp)2Dy(m-bpym)]2[BPh4] 88 — 6.5 6.5 0.002 B0.6 (3 K) No 211o
[Dy(hfac)3(m-pyNO)]2 116 — — 1.4 0.02 B0.0121 (1.4 K) Yes 211p
[Cp02Dy(m-SSiPh3)]2 133 113 — 1.8 — B0 No 211q
[Er2(COT00)3] 224 B168 — 12 0.0022 o0.2 (1.8 K) No 211r
K2(THF)4[ErIII

2 (COT)4] 213 B188 — 12 0.0018 B0 (1.8 K) No 211r
[Zn2(L1)2DyCl3]�2H2O 299 355.6 o4.5 8 0.000166–0.0005 B0 (1.8 K) Yes 211s

12 0.02 —
302c — — — 0.03c (1.8 K)

[Zn2(L1)2Dy(MeOH)Br3]�3H2O 162 351.8 o3.5 6 0.000166–0.0005 B0 (1.8 K) Yes 211s
[Zn2(L1)2Dy(H2O)Br2]�[ZnBr4]0.5 84 313 o2.5 4 0.000166–0.0005 B0 (1.8 K) Yes 211s
[Zn2(L2)2DyCl3]�2H2O 277 351.9 o4.5 8 0.000166–0.0005 B0 (1.8 K) Yes 211s
[Fe2Dy(L3)2(H2O)]ClO4�2H2O 319 313.9 — — — — Yes 211t
[Zn2Dy(L4)2(MeOH)]NO3 305 289 — 11 0.02 40.02 (2.0 K) Yes 211u
[Co2Dy(L4)2(H2O)]NO3 417 — — — — — Yes 211v
[Dy(Cy3PO)2(H2O)5]Cl3 328 299 o8 11 — — Yes 211w
[Dy(Cy3PO)2(H2O)5]Br3 377.4 276 o11 20 — — Yes 211w
[Dy(bbpen)Cl] 492 586 7.5 8 — — Yes 211x
[Dy(bbpen)Br] 712 721 9.5 14 — — Yes 211x

a Hysteresis mode. b Continuous sweep mode. c Diluted in diamagnetic matrix. d (�) = not reported. (B) = close to or not equal to. BIPMTMS =
{C(PPh2NSiMe3)2}2�; 18C6 = 18-crown-6; Cp* = pentamethylcyclopentadienide; COT = cyclooctatetraene; DME = dimethoxyethane; COT00 = 1,4-bis-
(trimethylsilyl)cyclooctatetraenyl dianion; THF = tetrahydrofuran; Pc = dianion of phthalocyanine; TBA = tetra-n-butyl ammonium; Pc(phth3) =
bis(N,N,N,N-tetra((S)-methyl(phenyl)methyl)-29H,31H-2,3,9,10,16,17,23,24-phthalocyaninatotetradicarboximide); Pc(OEt)8 = dianion of 2,3,9,10,16,17,23,24-
octaethoxyphthalocyanine; SDOP = (S)-2-(dodecyloxy)propan-1-oxy; Pc0 = octa(tert-butylphenoxy)-phthalocyanine; Cp0 = Z5-C5H4Me; Mes = mesityl;
bpym = 2,20-bipyrimidine; hfac = hexafluoroacetylacetonate; PyNO = pyridine-N-oxide; H2L1 = N,N0-bis(3-methoxysalicylidene)phenylene-1,2-
diamine; H2L2 = N,N0-bis(3-methoxysalicylidene)-1,2-diaminocyclohexane; L3 = 2,20,200-(((nitrilotris(ethane-2,1-diyl))tris(azanediyl))tris(methylene))tris-
(4-chlorophenol); L4 = 2,20,200-(((nitrilotris(ethane-2,1-diyl))tris(azanediyl))tris(methylene))tris-(4-bromophenol); H2bbpen = N,N0-bis(2-hydroxybenzyl)-
N,N0-bis(2-methylpyridyl)ethylenediamine.
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found to orient along the ZnII–DyIII–ZnII unit. Experiments
clearly revealed the ZnII–DyIII–ZnII unit as an origin of magnetic
relaxation rather than intermolecular interactions/long range
ordering.181 Ab initio calculations suggested pure Ising type
ground state anisotropy, corresponding to an almost pure
MJ = |�15/2i state for [ZnCl(m-L)Dy(m-L)ClZn]PF6 (159) {H2L =
N,N0-dimethyl-N,N0-bis(2-hydroxy-3-formyl-5-bromo-benzyl)ethylene-
diamine}. The C2 symmetry axis around DyIII ion in complex 159
enforces a different electronic distribution in the DyIII coordination
sphere and consequently induces relaxation via the 2nd excited
KD (Ucal/Ueff = 243/222 cm�1).182 Recently, we have studied three
complexes: [LZn(H2O)2Dy(H2O)](CF3SO3)3 (160), [(LZnBr)2Dy(H2O)]-
(ClO4) (161) and [(LZnCl)2Dy(H2O)](ClO4)(MeOH) (162, see Fig. 24b
and the corresponding magnetic relaxation mechanism in Fig. 24c)
H2L is the N2O2 compartmental ligand, N,N0-2,2-dimethyl-
propylenedi(3-methoxysalicylideneiminato); these complexes are
isostructural but vary in the nature of the ligand coordinated
to ZnII. All the complexes are associated with pure Ising type
ground anisotropy, approaching the pure MJ = |�15/2i state. An
electrostatic potential model attempted on the three complexes
indicated that the anisotropy axis is prone to ligand donor
atoms with greater electron densities and shorter Dy–O bonds
and enforces DyIII-oblate electron density to be perpendicular to
them, mitigating the subsequent electrostatic repulsions. DFT
calculations revealed larger negative charges on the m2-oxo
bridging ligand than on the coordinated neutral donor ligand
atoms. As the electronegativity of the ligands was found to
decrease, the Ucal values also decreased.183

Modelling g tensors in ErIII based mononuclear complexes.
Among several ErIII complexes, very few show SMM character-
istics. However, the large blocking temperatures (TB) associated
with some of these complexes have drawn attention and have
led to extensive theoretical analysis.168,184 Moreover, as DyIII

and ErIII [4I15/2] have similar MJ values but vary in their types of
4f-electron density (oblate vs. prolate), unravelling the role of the
ligand field, coordination number, and relaxation mechanism

in prolate ErIII-based SIMs is extremely crucial. Firstly, it is
worth noting that, among all the LnIII ions, the effect of CASPT2
on ab initio calculations is pronounced only for ErIII-based
compounds.161

Like the observation in DyIII, here as well, peripheral ligand
substitution, i.e. changes in the second coordination sphere,
led to significant changes in the g tensor anisotropy and
numerical Ucal estimates.185 Calculations predicted an expected
ground state of MJ = |�15/2i correctly for (NBu4)+[ErIIIPc2]�

(163) complex, which was confirmed by spectroscopic evidence
as well.165 The unprecedented SIM characteristics of [Er(COT)2]�

complex (164) were noted, contrary to the lack of SIM behavior of
the corresponding DyIII analogue.166 This directly correlates to
the favourable strong equatorial ligand field created by COT002�

and leads to the stabilization of the expected MJ = |�15/2i
ground state.166 We have performed calculations on four ErIII

complexes [Er(thd)3(bath)] (where thd = (2,2,6,6-tetramethyl-3,5-
heptanedionate), bath = bathophenanthroline) (165), [Er(COT)2]�

(where COT = (cyclooctatetraenyl dianion)) (166), [Er(COT00)2]�

(where COT00 = (1,4-bis(trimethylsilyl) cyclooctatetraenyl dianion))
(167), [Er(COT)Cp*]� (where Cp* = (pentamethylcyclopentadienide),
COT = (cyclooctatetraenyl dianion)) (168). Among these structures,
one is low-symmetric, while the remaining three are highly
symmetric with some structural distortions. The numerical
Ucal estimates were found to decrease proportionately with
reduction of the ligand field symmetry. In this study, in addition
to complying with experiments, we have predicted the largest
barrier height for [Er(OH)4]� (D4h symmetry; Ucal = 735 cm�1; see
Fig. 25a) and [Dy(OH)2]+ (Ucal = 2109 cm�1) through our model
studies.186 The correlation between the prolate-electron density
and the perfect equatorial ligand field was again evidenced by
our calculations on Er(III) complex [ErIII(NSiMe3)3] (169). This
ideal environment shows unprecedented relaxation via the
4th excited KD and outlines the barrier as 331 cm�1. In con-
trast, the simple addition of two O-ligands at the axial position
in the complex [Er(NHPhiPr2)3(THF)2] (170) destroys the perfect

Fig. 25 (a) Ab initio computed principal magnetization axes of all the model complexes of ErIII along with –OH ligand with varying coordination numbers
from 2 to 12. The dashed blue lines shown in the figures are the calculated main magnetic axis of the ground state KD, while the dashed red lines are the
main magnetic axis of the first excited state KD. Reprinted with permission from ref. 186. Copyright 2014 American Chemical Society. (b) The energy
barrier for magnetization reversal in the [Er(OH)4]�model complex. The thick black line indicates the KDs as a function of the magnetic moment. The blue
arrows show the path for the reorientation of magnetization. Reprinted with permission from ref. 186. Copyright 2014 American Chemical Society.
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equatorial geometry, and this is also reflected in the signifi-
cantly operative QTM (0.11mB) and the field-induced SIM
behaviour.177 The reduction of ligand field symmetry and the
number of donor atoms in the axial position was found to
correlate to the enhancement of Ucal values, stressing the promi-
nent role of a suitable ligand environment for prolate ErIII ions.187

The vital role of the structural parameters instigated us to perform
magneto-structural correlation, resulting in an unprecedented
relaxation via the 7th excited KD (Ucal 4 750 cm�1) for a planar
structure (see Fig. 25b).

4. Conclusions and outlook

With the rapid progress in the development of theoretical method-
ology along with computing hardware, we have witnessed a
tremendous utilization of computational tools in several areas
of chemistry, including that of magnetic materials. Particularly
in the area of MNMs, where controlling the spin Hamiltonian
parameters is of crucial importance, theory has played a significant
role both in rationalizing observed magnetic properties and also in
making viable predictions. In this article, we have attempted to
provide a holistic view of modelling the spin Hamiltonian
parameters of molecular magnets. Depending on the system
of interest, the nature of the parameter varies; therefore, we
have covered pragmatic instances of computing the isotropic
magnetic exchange interaction ( J), anisotropic exchange inter-
action ( Jx, Jy, Jz), double exchange interaction (B), zero-field
splitting parameters (D, E), exchange anisotropy (DMM0), and
g-tensors (see Fig. 26). Over the years, our group has studied
several systems in each of these categories, and we have seen
much divergence based on the class of complexes studied.
Perspectives drawn from our work and the work of other groups
in this area are summarized below:

(a) For the estimation of isotropic magnetic coupling, regard-
less of the class of complexes (di- or polynuclear transition metals,

3d-Gd, Gd–Gd, Gd-2p, etc.), DFT calculations emerge as the
superior choice, where the popular B3LYP functional in combi-
nation with a triple-z basis set offers good numerical estimates of
J constants. For lanthanide complexes, however, incorporation of
relativistic effects via ECP or through DKH/ZORA is important to
obtain good numerical estimates.

(b) Revisiting the DFT calculations performed on several
manganese clusters suggests that the J–T dihedral could be a
useful tool for predicting the sign of J values. It is imperative to
state here that DFT calculations should be a part of routine
magnetic characterization for large clusters (transition metal or
otherwise), as the conventional methodology of fitting the suscepti-
bility data has several shortcomings (over-parameterization, aging
of complexes, ambiguity in hydrogen positions, etc.).

(c) DFT and ab initio calculations established the role of
the empty 5d orbitals of GdIII ion in obtaining ferromagnetic
coupling in {3d-Gd} clusters. Although antiferromagnetic
coupling has been witnessed in some cases, the majority of
the examples studied yield ferromagnetic coupling regardless
of the nature of the 3d ion, bridging ligands and structural
distortions. As {3d-Gd} interactions are looked upon as a viable
way to quench the QTM effects in SMMs, there are some dis-
appointments, as very large J values (on the order of hundreds of
wave numbers) have not been found.

(d) {Gd–Gd} interactions are intrinsically weak, while {Gd-2p}
interactions are very strong. This is essentially due to direct
exchange, where the radical antibonding orbitals directly engage
the 4f orbitals, leading to antiferromagnetic coupling. Although
J values as high as B30 cm�1 have been reached now, if an
alternate class of molecules (endohedral fullerene) are adapted,
very large J values are achievable.

(e) Unlike isotropic exchange coupling, double-exchange and
anisotropic exchange have not been studied in detail. However,
the preliminary examples studied demonstrate the potential of
DFT calculations in estimating these intricate parameters.

(f) For the estimation of zfs parameters, ab initio calculations
are found to be more trustworthy. This is due to the fact that in
the majority of the cases studied, the zfs of mononuclear
complexes or mononuclear fragments in the cluster framework
been sought where very high-level calculations can still be
performed. Among the complexes reviewed here, the CASSCF/
NEVPT2 with (QDPT)/EHA approach has been found to yield
good theoretical estimates of zfs parameters. In polynuclear
clusters, the exchange anisotropy significantly reduces the overall
cluster anisotropy. Despite its importance, very few experimental
and theoretical efforts have been undertaken to probe this
effect to date.

(g) For the estimation of magnetic anisotropy in lanthanide
complexes, the ab initio CASSCF/RASSI-SO/SINGLE_ANISO
methodology has been widely adapted. These calculations have
made significant advancements in this area and are now con-
sidered to be an integral part of the characterization techniques
for lanthanide SMMs. To exploit the full potential of this
technique, apart from rationalizing the experimental observa-
bles, significant efforts should be undertaken to predict novel
molecules possessing targeted magnetic properties.

Fig. 26 Schematic illustrating how computational techniques can be
employed to calculate several SH parameters in MNMs.
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In summary, by choosing the right set of theoretical tools,
it is now possible to acquire several experimental observations
in the area of MNMs. If these tools are employed side-by-side
with synthesis and magnetic and spectral characterizations,
one can surpass serendipity and move towards logical ways to
accomplish new generations of MNMs.
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