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Quenching the Quantum Tunneling of Magnetization in
Heterometallic Octanuclear {TMIII

4DyIII
4} (TM = Co and Cr) Single-

Molecule Magnets by Modification of the Bridging Ligands and
Enhancing the Magnetic Exchange Coupling

Kuduva R. Vignesh,[b] Stuart K. Langley,[c] Keith S. Murray,*[d] and Gopalan Rajaraman*[a]

Abstract: We report the synthesis, structural characterisa-
tion, magnetic properties and provide an ab initio analysis

of the magnetic behaviour of two new heterometallic octa-
nuclear coordination complexes containing CoIII and DyIII

ions. Single-crystal X-ray diffraction studies revealed molecu-

lar formulae of [CoIII
4DyIII

4(m-OH)4(m3-OMe)4{O2CC(CH3)3}4(tea)4

(H2O)4]·4 H2O (1) and [CoIII
4DyIII

4(m-F)4(m3-OH)4(o-tol)8(mdea)4]·

3 H2O·EtOH·MeOH (2 ; tea3@= triply deprotonated triethanola-
mine; mdea2@= doubly deprotonated N-methyldiethanola-

mine; o-tol = o-toluate), and both complexes display an
identical metallic core topology. Furthermore, the theoreti-

cal, magnetic and SMM properties of the isostructural com-

plex, [CrIII
4DyIII

4(m-F4)(m3-OMe)1.25(m3-OH)2.75(O2CPh)8(mdea)4]
(3), are discussed and compared with a structurally similar

complex, [CrIII
4DyIII

4(m3-OH)4(m-N3)4(mdea)4(O2CC(CH3)3)4] (4).
DC and AC magnetic susceptibility data revealed single-mol-

ecule magnet (SMM) behaviour for 1–4. Each complex dis-
plays dynamic behaviour, highlighting the effect of ligand

and transition metal ion replacement on SMM properties.

Complexes 2, 3 and 4 exhibited slow magnetic relaxation
with barrier heights (Ueff) of 39.0, 55.0 and 10.4 cm@1 respec-

tively. Complex 1, conversely, did not exhibit slow relaxation
of magnetisation above 2 K. To probe the variance in the ob-

served Ueff values, calculations by using CASSCF, RASSI-SO
and POLY_ANISO routine were performed on these com-

plexes to estimate the nature of the magnetic coupling and
elucidate the mechanism of magnetic relaxation. Calcula-

tions gave values of JDy–Dy as @1.6, 1.6 and 2.8 cm@1 for com-
plexes 1, 2 and 3, respectively, whereas the JDy–Cr interaction

was estimated to be @1.8 cm@1 for complex 3. The devel-

oped mechanism for magnetic relaxation revealed that re-
placement of the hydroxide ion by fluoride quenched the

quantum tunnelling of magnetisation (QTM) significantly,
and led to improved SMM properties for complex 2 com-

pared with 1. However, the tunnelling of magnetisation at
low-lying excited states was still operational for 2, which led

to low-temperature QTM relaxation. Replacement of the dia-

magnetic CoIII ions with paramagnetic CrIII led to CrIII···DyIII

coupling, which resulted in quenching of QTM at low tem-

peratures for complexes 3 and 4. The best example was
found if both CrIII and fluoride were present, as seen for

complex 3, for which both factors additively quenched QTM
and led to the observation of highly coercive magnetic hys-

teresis loops above 2 K. Herein, we propose a synthetic strat-

egy to quench the QTM effects in lanthanide-based SMMs.
Our strategy differs from existing methods, in which parame-

ters such as magnetic coupling are difficult to control, and it
is likely to have implications beyond the DyIII SMMs studied

herein.

Introduction

The study and development of molecule-based magnets have
increased markedly over the past twenty years, with discrete

molecules that exhibit a wide range of interesting physical
properties, such as magnetic bistability and an enhanced mag-

netocaloric effect at cryogenic temperatures.[1] Discrete mole-
cules that exhibit magnetic bistability are termed single-mole-

cule magnets (SMMs) and are isolated as transition- or lantha-

nide-ion coordination complexes.[2] These molecules can store
digital information by manipulating the orientation of the elec-

trons with a magnetic field, and thus offer the potential as the
ultimate high-density storage devices.[3] They rely on the crea-

tion of a large thermal barrier to magnetic reorientation (Ueff),
which must be sufficiently higher than the thermal energy
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available in the environment, otherwise no information can be
stored. Below the blocking temperature (TB ; the temperature

at which digital information can be stored for 100 s), SMMs act
as nanomagnets, however, the highest blocking temperatures

observed to date are 14 K[4] (sweep rate 0.9 mT s@1) and 30 K
(sweep rate 20 mT s@1)[5] for a radical bridged dinuclear TbIII

complex and a mononuclear DyIII complex, respectively. Al-
though these ultra-low temperatures are not yet viable for
practical applications, ongoing research has begun to provide

guidelines (synthetic and theoretical) on how to design and
improve upon current materials.[6]

One suggestion is the use of lanthanide ions for the synthe-
sis of SMMs, given that lanthanides have not been widely used

until recently.[2, 7] The development of lanthanide-based SMMs
over the past five years has resulted in great gains in the mag-

nitude of the thermal energy barrier (Ueff) and, therefore, the

blocking temperature.[2b, 8] A number of groups[9] have shown
that the Ueff parameter can be “tailored” by the selection of li-

gands and the coordination geometry around the lanthanide
ion.[10] This allows for a rational design approach that allows

greater control of the properties; such designs are distinctly
lacking for transition-metal-based SMMs.[2b, 11] Principles have

been developed to improve the thermal barrier and relaxation

times of various complexes by modifying the coordination en-
vironment of the lanthanide ion in several SMMs.[12] We have

recently shown this to be the case for a series of heterometal-
lic {CoIII

2DyIII
2} tetranuclear complexes, in which chemical modi-

fication of the terminally coordinated ligands revealed Ueff

values that ranged from 10 to 97 cm@1.[13] Incorporation of dia-

magnetic elements in cluster aggregates has also been found

to enhance the Ueff value significantly, for example, in a series
of {ZnIIDyIII} SMMs.[10b, 14]

Following on from our studies with {CoIII
2DyIII

2} SMM com-
plexes,[13] which focussed on modification of the terminal li-

gands coordinated to the DyIII ion, we have shown that the
SMM properties can also easily be enhanced by the modifica-
tion of a single bridging element in a heterometallic octanu-

clear {CrIII
4DyIII

4} complex.[15] We have continued this synthetic
modification approach and herein we report the molecular
structures, magnetic data and theoretical characterisation of
two new heterometallic 3d–4f SMM complexes with the

formulae [CoIII
4DyIII

4(m-OH)4(m3-OMe)4{O2CC(CH3)3}4(tea)4(H2O)4]·
4 H2O (1) and [CoIII

4DyIII
4(m-F)4(m3-OH)4(o-tol)8(mdea)4]·3 H2O·

EtOH·MeOH (2 ; tea3@= triply deprotonated triethanolamine,
mdea2@= doubly deprotonated N-methyldiethanolamine, o-
tol(H) = ortho-toluic acid). Both complexes display the same

metallic topology, but importantly they are isolated with differ-
ent bridging ligands (m-OH@ vs. m-F@). As a consequence, we

found that compounds 1 and 2 display significantly different
magnetisation relaxation dynamics. We have performed in-

depth ab initio and density functional theory (DFT) studies to

explain these observations. To fully comprehend the role of
the bridging ligand and the diamagnetic ions, we have extend-

ed our theoretical studies to the above-mentioned structurally
analogous octanuclear complex, that is, [CrIII

4DyIII
4(m-F4)(m3-

OMe)1.25(m3-OH)2.75(O2CPh)8(mdea)4] (3), reported by us,[15] and
compared the results with another structurally similar complex,

[CrIII
4DyIII

4(m3-OH)4(m-N3)4(mdea)4(O2CC(CH3)3)4] (4), reported by
Powell and co-workers, which provided a similar F@ versus N3

@

analogy.[16]

Experimental Section

General Information

Reactions were carried out under aerobic conditions. Chemicals
and solvents were obtained from commercial sources and used
without further purification.

Synthesis of [CoIII
4DyIII

4(m-OH)4(m3-
OMe)4{O2CC(CH3)3}4(tea)4(H2O)4]·4 H2O (1)

Co(BF4)2·6 H2O (0.34 g, 1 mmol) and Dy(NO3)3·6 H2O (0.44 g, 1 mmol)
were dissolved in MeCN (20 mL), followed by the addition of trie-
thanolamine (0.14 mL, 1 mmol), pivalic acid (0.10 g, 1.0 mmol) and
triethylamine (0.55 mL, 4.0 mmol). This resulted in a dark green so-
lution, which was stirred for 4 h. Next, the solvent was removed to
give a green oil, which was re-dissolved in MeOH and layered with
diethyl ether (Et2O). Within 4–5 d, green crystals of 1 appeared (ap-
proximate yield: 34 %; crystalline product). Elemental analysis calcd
(%) for 1 (Co4Dy4C48H108O36N4): C 26.16, H 4.94, N 2.54; found: C
26.45, H 4.87, N 2.34.

Synthesis of [CoIII
4DyIII

4(m-F)4(m3-OH)4(o-
tol)8(mdea)4]·3 H2O·EtOH·MeOH (2)

Co(NO3)2·6 H2O (0.29 g, 1 mmol) and Dy(NO3)3·6 H2O (0.44 g,
1 mmol) were dissolved in MeCN (20 mL), followed by the addition
of N-methyldiethanolamine (0.12 mL, 1 mmol), ortho-toluic acid
(0.13 g, 1 mmol), sodium fluoride (0.08 g, 2 mmol) and triethyla-
mine (0.55 mL, 4.0 mmol). This resulted in a dark green solution
that was stirred for 4 h. Next, the solvent was removed to give
a green oil, which was re-dissolved in MeOH/EtOH (1:1) and lay-
ered with diethyl ether (Et2O). Within 8–10 d, green crystals of 2
had appeared (approximate yield: 45 %; crystalline product). Ele-
mental analysis calcd (%) for 2 (Co4Dy4C87H120O33F4N4): C 38.54, H
4.46, N 2.07, F 2.80; found: C 38.21, H 4.21, N 2.14, F 2.56.

X-ray Crystallography

X-ray measurements for 1 were performed at 123(2) K by using
a Bruker Smart Apex X8 diffractometer with MoKa radiation. The
data collection and integration were performed by using the
SMART and SAINT + software programs, and corrected for absorp-
tion by using the Bruker SADABS program. Measurements for com-
pound 2 were performed at 100(2) K at the Australian synchrotron
MX1 beamline.[17] The data collection and integration were per-
formed by using the Blu-Ice[18] and XDS[19] software programs.
Compounds 1 and 2 were solved by using direct methods
(SHELXS-97)[20] and refined (SHELXL-97)[21] by using full-matrix least-
squares on all F2 data.[22] The crystallographic data and refinement
parameters for 1 and 2 are summarised in Table S1. Crystallograph-
ic details are available in the Supporting Information in the CIF
format. CCDC 1510015 (1) and 1510016 (2) contain the supplemen-
tary crystallographic data for this paper. These data are provided
free of charge by The Cambridge Crystallographic Data Centre.
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Magnetic Measurements

The magnetic susceptibility measurements were carried out by
using a Quantum Design SQUID magnetometer MPMS-XL 7 operat-
ing between 1.8 and 300 K for DC-applied fields that ranged from
0–5 T. Microcrystalline samples were dispersed in Vaseline to avoid
torqueing of the crystallites. The sample mulls were contained in
a calibrated gelatine capsule held at the centre of a drinking straw
that was fixed at the end of the sample rod. Alternating current
(AC) susceptibility measurements were carried out under an oscil-
lating AC field of 3.5 Oe and at frequencies that ranged from 0.1 to
1500 Hz.

Computational Details

By using MOLCAS 7.8,[23] ab initio calculations were performed on
the DyIII ions and the CrIII ions by using the single-crystal structure
data. The employed methodology and basis sets are described in
detail in the Supporting Information. Moreover, the computed
spin-orbit (SO) states have been considered in the SINGLE ANI-
SO[24] program to compute the g tensors. Crystal-field parameters
have been extracted by using the SINGLE ANISO code, as imple-
mented in MOLCAS 7.8. The magnetic exchange interactions (J)
have been computed between DyIII ions (J1) within each complex
by fitting with the experimental data by using POLY ANISO.[25] The
Cr–Dy (J2) and Cr–Cr (J3) interactions have also been computed for
complex 3 (see the magnetic exchange pathways in Figure S1).

To validate the exchange coupling obtained from the POLY ANISO
program further, we also computed the magnetic exchange within
the density-functional formalism. The DFT calculations combined
with the broken symmetry (BS) approach[26] have been employed
to compute the J values (see the Supporting Information for de-
tails). The BS method has a proven record of giving good numeri-
cal estimates of J constants for a variety of coordination com-
plexes,[27] such as dinuclear molecules,[28] Gd complexes[29] and
large polynuclear complexes.[6d, 27b, 30]

Results and Discussion

Synthesis and Crystal Structures

Complex 1, [CoIII
4DyIII

4(m-OH)4(m3-OMe)4{O2CC(CH3)3}4(tea)4

(H2O)4]·4 H2O, was synthesised by treating Co(BF4)2·6 H2O and
Dy(NO3)3·6 H2O with triethanolamine (teaH3), pivalic acid, and
triethylamine in methanol. In an attempt to isolate an analo-

gous complex with the inclusion of fluoride bridging ligands
and modify the magnetic properties, we attempted a variety

of reactions with various reagents and conditions. We
found we could isolate one pseudo-isostructural complex with
the same metallic topology, [CoIII

4DyIII
4(m-F4)(m3-OH)4(o-

tol)8(mdea)4]·3 H2O·EtOH·MeOH (2), by using NaF as a source of
fluoride, with N-methyldiethanolamine (in place of triethanola-

mine), ortho-toluic acid (in place of pivalic acid) and acetoni-
trile as the solvent. Single crystals of 1 were grown from

a methanolic solution, whereas a MeOH/EtOH solvent mixture

was used for 2.
Single-crystal X-ray analysis revealed that 1 and 2 are hetero-

metallic octanuclear complexes (Figure 1, top left and right),
which crystallise in the tetragonal and monoclinic space

groups I4̄2m and P2n, respectively. The asymmetric unit of
1 consists of one quarter of the molecule, whereas the asym-

metric unit of 2 consists of the whole molecule. The metallic-
core arrangement is identical for both molecules. Each consists

of four CoIII and four DyIII ions, with an inner DyIII
4 square

(Dy···Dy length 3.83 a (1) ; average Dy···Dy length 3.83 a (2))

surrounded by four CoIII
4 ions. Each CoIII ion lies alternately

above and below the plane of the {Dy4} square, capping each
edge (Figure 1, bottom right; Co···Co length 6.64 a (1) ; average

Co···Co length 6.56 a (2)). For comparative purposes, the mo-
lecular structure of the {CrIII

4DyIII
4} analogue (3) is shown in

Figure 1, bottom left. The valency of the Co ions were con-
firmed by using BVS calculations[31] and charge-balance consid-
erations (see Tables S2 and S3 in the Supporting Information).

The four DyIII ions are bridged by four m atoms and four m3

groups. Each m3 ligand also bridges to a single CoIII ion. The m

atoms are assigned as hydroxide (OH@) for 1 and fluoride (F@)
for 2. Evidence for fluoride is provided by elemental analysis

and close inspection of the crystallographic data. The m3

bridges were found to be methoxide (MeO@) for 1 and hydrox-

ide (OH@) for 2. For both complexes, each doubly deprotonat-

ed aminepolyalcohol ligand coordinates through the N and
two O atoms to an “outer” CoIII ion. Two O atoms then bridge

from a CoIII to a DyIII ion. For compound 1, the third alcohol
arm chelates to the CoIII ion, with the pivalate ligands each

bridging a CoIII to a DyIII ion. The X-ray analysis revealed disor-
der in the crystal for 1 (see Figure S1 and the Supporting Infor-

mation). For compound 2, however, due to the absence of the

third alcohol arm, no disorder was found and eight carboxylate
ligands bridge the CoIII and DyIII ions. The four DyIII ions for

1 and 2 are eight coordinate with bi-augmented trigonal pris-
matic geometries (see magnetic analysis below), with average

DyIII@L bond lengths of 2.322 and 2.334 a, respectively. The
four CoIII ions in 1 and 2 are six coordinate with octahedral ge-

Figure 1. Molecular structures of complex 1 (top left), 2 (top right), 3
(bottom left) and a view along the plane of the {Dy4} square of 2 (bottom
right). The disordered, solvent and H atoms were omitted for clarity. CoIII :
light blue; CrIII : pink; DyIII : purple; O: red; N: blue; C: light grey; F: orange.
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ometries, with average CoIII@L bond lengths of 1.907 and
1.908 a, respectively. Selected bond lengths and bond angles

are given in Table S4.
The key chemical features are the replacement of the hy-

droxide (m-OH@) ions in 1 by fluoride (m-F@) ions in 2. We show
below that this simple chemical modification impacts the mag-

netic properties and SMM behaviour significantly.

Magnetic Properties

DC Magnetic Susceptibility Measurements

To probe the magnetic properties, direct-current (DC) magnetic

susceptibility measurements were performed on polycrystalline

samples of 1 and 2 in the temperature range of 2 to 300 K by
using an applied magnetic field of 1 T. The plots of cMT (cM is

the molar magnetic susceptibility) versus T for 1 and 2
(Figure 2 and Figure S2) reveal room-temperature cMT values of

56.68 and 56.27 cm3 K mol@1, respectively. These values are in
good agreement with the value of 56.68 cm3 K mol@1 expected

for four DyIII ions (S = 5/2, L = 5, 6H15/2, g = 4/3, C =

14.17 cm3 K mol@1) that are non-interacting.[32] The four CoIII

ions have a low-spin d6 electronic configuration and are, there-

fore, diamagnetic (apart from a small second-order Zeeman
contribution) and do not contribute to the magnetic suscepti-

bility.[33] Both compounds display similar profiles, in which the
cMT product decreased gradually between 300 and 50 K upon

reduction of the temperature, owing to depopulation of the

Stark sub-levels of the DyIII ions due to crystal-field effects.
Below 50 K, the cMT values fell rapidly and at 2 K reached

values of 18.72 and 19.61 cm3 K mol@1 for 1 and 2, respectively.
These plot profiles indicate the likelihood of weak antiferro-

magnetic exchange interactions that occur between the DyIII

ions and/or a large single-ion anisotropy. The magnetic ex-

change interactions for 1 and 2 are discussed in detail below.
Isothermal magnetisation (M) measurements for 1 and 2,

plotted as a function of the magnetic field (H), are shown in
Figure 2, bottom. The samples display similar profiles, with

a rapid increase in magnetisation below 2 T before following

a more gradual linear-like increase without saturation, which
signifies a significant anisotropy and/or the presence of low-

lying excited states. This is further supported by the magneti-
sation values of 21.35 and 22.01 NmB for 1 and 2, respectively,

at 2 K.

AC Magnetic Susceptibility Measurements

To probe for slow magnetic relaxation and SMM behaviour, the
magnetisation dynamics were investigated for 1 and 2 by

using alternating-current (AC) susceptibility measurements as

a function of both temperature and frequency. Initially,
a 3.5 Oe AC field was employed with a zero static DC field. For

compound 1 (Figure 3, top left), frequency-dependent “tails” in
the out-of-phase susceptibility (cM“) versus temperature plots

were observed below 3 K, with the peak maxima falling below
the operating temperature of the SQUID magnetometer. This

signifies a small anisotropy barrier and/or the presence of fast

QTM. In many lanthanide-containing SMMs, QTM is fast but
can be quenched by the application of a static DC magnetic

Figure 2. Top: The measured and the fitted cMT vs. T plots for 1, 2 and 3 with a DC field of 1 T. Bottom: Plots of M vs. H isotherms for 1 (left) and 2 (right) at
2, 3, 4, 5.5, 10 and 20 K.
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field. Therefore, we probed the effect that a static magnetic

field had on the relaxation time. Upon application of
a 3000 Oe DC magnetic field we found that the out-of-phase

signals shifted to higher temperatures, which indicated that
the QTM was quenched to some extent, however, the peak

maxima were obscured by a second increase at the lowest
temperatures, which indicated that the QTM pathway was still

active (Figure S3).

For compound 2, however, frequency-dependent out-of-
phase signals were observed below 12 K in a zero applied DC

magnetic field (Figure 3, top right). An initial increase in the
cM’’ signal was found at temperatures below about 16 K,

a much higher temperature than for 1 (<3 K). However, at
temperatures below 6 K these signals were obscured by

a larger increase in cM’’ that did not reach a maximum above

1.8 K. This second relaxation at low temperatures is indicative
of a QTM relaxation process. Due to the presence of QTM, we

performed measurements in the presence of an applied DC
magnetic field of 5000 Oe to quench the QTM-assisted relaxa-

tion. The cM’’ versus T plot (Figure 3, bottom left), however, re-
veals a more complicated picture. It shows the likelihood of

three relaxation processes, two thermally activated and one

under-barrier process (QTM). This was best observed at
1488 Hz (Figure 3, bottom left, inset). At this frequency, as the

temperature was reduced, peak maxima in cM’’ were found at
approximately 12 and 5 K before a further increase at the

lowest temperatures. In an attempt to extract relaxation times
for 2, we performed variable-frequency (0.1–1500 Hz) studies

by using a 3.5 Oe oscillating AC field at fixed temperatures (2–

11 K) and with a zero static DC field. The cM’’ versus frequency
plots (Figure 3, bottom right), as expected, reveal multiple re-

laxation pathways, of which at least three are identifiable. This
is evident at the lowest temperatures (2–5 K) and from the

Cole–Cole plots (cM’ vs. cM’’, Figure 4, inset) which reveal sever-
al fused semi-circular profiles. From the obtained data, it is
possible to extract/extrapolate relaxation times for the slowest

process (the cM’’ peak maximum that correspond to the lowest
frequency at a fixed temperature). For this process, the sus-
ceptibility maxima are dependent on temperature, which indi-
cates a thermally activated relaxation mechanism at the tem-

peratures probed. Plots of ln(t) versus 1/T are linear between 8
and 10.5 K (Figure 4). However, below 7 K the relaxation times

deviate from linearity (Figure S4). This confirms that a thermally

activated Orbach process operates at higher temperatures and
the low-temperature deviation suggests a crossover towards

a QTM relaxation mechanism. Fitting the data to the Arrhenius
law (t=toexp(Ueff/kBT)) in the linear (thermally activated)

region gave a significant effective anisotropy barrier to mag-
netisation reversal of Ueff = (39:1) cm@1 with to = 1.0 V 10@6 s

(R = 0.99). Relaxation data for the second and third processes

could not be extracted from the data collected.
A comparison of compounds 1 and 2 reveal strikingly differ-

ent magnetisation dynamics. For 1 (HDC = 0 Oe), no maxima in
the cM’’ signals were observed above 2 K, whereas maxima

(multiple relaxation pathways at the lowest temperatures)
were found for compound 2 up to 12 K. In essence, we ob-

Figure 3. Top left : Plot of cM’’ vs. T at the frequencies indicated for 1 (HDC = 0 Oe). Top right: Plot of cM’’ vs. T at the frequencies indicated for 2 (HDC = 0 Oe).
Bottom left: Plot of cM’’ vs. T at the frequencies indicated for 2 (HDC = 5000 Oe); inset: temperature dependence of cM’’ at 1488 Hz. Bottom right: Plot of cM’’
vs. frequency (n) for 2 at the temperatures indicated (HDC = 0 Oe).
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served a significant increase in the magnetic relaxation time at

the temperatures probed for compound 2. This observation is

important because the difference between the two molecules
is minor and consists of a small chemical modification of the

first coordination sphere of the DyIII ions, that is, the substitu-
tion of the bridging m-OH ions for the m-F ions. This strongly

suggests that chemical modification of existing complexes,
which are predominantly oxo-based, can result in longer relax-

ation times and, therefore, SMMs with relatively better per-

formance.
A similar situation was recently reported for two analogous

heterometallic octanuclear {CrIII
4DyIII

4} complexes (3 and 4).[15–16]

The metallic core topology of 3 and 4 is identical to that

found for 1 and 2 (Figure 1). The magnetic measurements re-
vealed that complex 4 displays SMM behaviour with relatively
fast relaxation times at about 2 K, whereas after modification

of the bridging ligands, that is, the replacement of N3
@ (4) by

F-donor ligands (3), a significant increase in relaxation time
was observed for 3, when compared at the same temperature.
It was reported that 4 displayed a Ueff value of 10.4 cm@1,

whereas the Ueff value for 3 was 55.0 cm@1. More interestingly,
the relaxation time for 3 was long enough to observe highly

coercive magnetic hysteresis loops at temperatures below
3.5 K (Figure S5).[15] With these results in mind, it is important
to elucidate the factors that are responsible for the observa-

tion of longer relaxation times (at a particular temperature) in
near-identical complexes. Therefore, we have performed ab

initio calculations on the two {CoIII
4DyIII

4} complexes (1 and 2)
to determine these factors. We have also performed a theoreti-

cal analysis on {CrIII
4DyIII

4} analogue 3 and compared the data

with previously reported results for complex 4.

Theoretical Studies

The magnetic properties of 1, 2 and 3 have been studied theo-
retically by using ab initio CASSCF + RASSI-SO calculations. The

SINGLE ANISO routine was used to compute the anisotropy of
the individual DyIII and CrIII ions and POLY ANISO was used to

employ the Lines model to fit the susceptibility/temperature
plots. First we discuss the magnetic anisotropy at the single

DyIII ion level and the corresponding single-ion relaxation
mechanism. We then expand the discussion to include the ex-

change coupling between the DyIII···DyIII and CrIII···DyIII ions for
1–3 and develop a new exchange-coupled relaxation mecha-
nism, which was found to be in good agreement with the ex-

perimental data.

Mechanism of Magnetic Relaxation: Single-Ion Paradigm

Because the CoIII ions in 1 and 2 are diamagnetic, the SMM be-

haviour originates from the DyIII anisotropy alone. Thus we
have explored the anisotropy of DyIII for all four centres in

1 and 2 by using ab initio methods. In compound 3, converse-

ly, we explored the anisotropy of all the ions (CrIII and DyIII).
Analysis of the coordination environment of each DyIII ion for

1–4, by using the SHAPE program,[34] revealed there are two
types of non-equivalent DyIII sites in 1–3 (Dy1 and Dy2,

Figure 1), whereas in 4 all DyIII ions are equivalent. The geome-
try of each DyIII ion in 1–3 is best described as a bi-augmented

trigonal prism. A deviation with respect to an ideal bi-aug-

mented trigonal prism of 0.6, 1.3 and 1.07 for (Dy1 and Dy4)
and 0.8, 1.0 and 1.05 for (Dy2 and Dy3) was found for 1, 2 and

3, respectively. For compound 4, all DyIII ions were found in
a square anti-prismatic geometry. A deviation of 0.5 for each
DyIII ion was observed with respect to an ideal square anti-pris-
matic geometry. To fully understand the single-ion relaxation

process, we undertook CASSCF + RASSI-SO calculations to com-
pute the anisotropy of the individual DyIII ions by using
MOLCAS 7.8 (see the Supporting Information for computation-

al details). The calculated anisotropic g values are listed in
Table 1 and Tables S6, S9 and S13, and their anisotropy orienta-

tions are shown in Figure 5. It was found that sites (Dy1, Dy4)
and (Dy2, Dy3) possess similar anisotropic parameters (see

Table 1), as a reflection of the SHAPE analysis. The computed

energies of the eight low-lying Kramer’s doublets (KDs) also re-
flect that there are two types of DyIII ions for 1–3 (see Ta-

bles S5, S8 and S11). The energy gap between the ground and

Figure 4. Magnetisation relaxation time (t) plotted as ln(t) vs. T@1 for com-
pound 2. The solid red line represents a fit to the Arrhenius law in the ther-
mally activated regime. Inset : Cole–Cole plots of 2 at temperatures between
2 and 12 K.

Table 1. Ab initio-computed ground-state g tensors for each DyIII centre
in 1–4.

Complex Tensor Dy1 Dy2 Dy3 Dy4

1 gx 0.9705 0.5419 0.5806 0.1004
gy 6.6958 1.8736 2.1638 6.3070
gz 13.3107 18.0245 17.7693 13.4578

2 gx 0.0098 0.0039 0.0028 0.0009
gy 0.2842 0.0576 0.0360 0.2142
gz 19.4753 19.6320 19.6578 19.3850

3 gx 0.0626 0.1995 0.1862 0.0653
gy 0.1349 1.0026 0.9827 0.1426
gz 19.6892 18.0941 18.0411 19.5603

4 gx 1.6671
gy 5.8397
gz 14.4193
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the first excited state KDs were found to be 4.9 (Dy1) and
8.4 cm@1 (Dy2) in 1, 42.9 (Dy1) and 68.9 cm@1 (Dy2) in 2, and

40.6 (Dy1) and 25.6 cm@1 (Dy2) in 3. For compound 4, with
only one equivalent DyIII ion, the gap between the ground and

first excited state was reported to be 23.3 cm@1.[16] These re-
sults show that the energy gap between the ground and first

excited state was significantly larger for complexes 2 and 3
than for complex 1. Complex 4 is intermediate. Because the
energy gap is correlated to the crystal-field-splitting energy,

this suggests relatively weaker splitting of the mJ levels in
1 compared with 2–4.

For complex 1, all the Dy@O bonds are in the range of 2.32
to 2.44 a except for the Dy@O(H) bonds, which are shorter
(2.22 a). Because the m-OH ligands are bridging between DyIII

ions and because of the square {DyIII
4} topology, they lie at

right angles to each other at the DyIII site. These hydroxide
bridges were found to have large negative Mulliken charges
that force the b-electron (spin-down) of the DyIII ion to lie per-

pendicular to these bridges to minimise electrostatic repulsion
(see Figure 5a). This forces the gzz axis to be perpendicular to

the b-electron density, that is, it lies along one of the Dy@OH
axes (see Figure 6a). The proximity of the diamagnetic CoIII ion
to the two a m3 alkoxide bridges enhances the negative charge

on these oxygen atoms because a strong polarisation from
a + 3 cation is expected. Therefore, these methoxide bridges

have very large negative charges compared with the hydroxide
bridges (see Figure 5a), which further forces the gzz axis to lie

along the hydroxide bridge. The magnetic anisotropy of the

oblate DyIII ion arises due to crystal-field splitting of the mJ

levels because this is correlated to the nature of the interac-

tions. Although a stronger axial interaction is exerted by the
hydroxide, which ensures stabilisation of mJ = :15/2 as the

ground state, because the two hydroxide bridges are at
right angles to each other, this results in the stabilisation of

mJ = :1/2 as the first excited state. The minor variation in the
energy gaps between the ground and first excited state for

Dy1 and Dy2 is due to minor structural alterations, as de-
scribed by the SHAPE analysis.

In complex 2 the bridging hydroxide (m-OH@) ligands were
replaced by fluoride (m-F@) ions. The DyIII@O bonds found in

complex 2 are very similar to those of complex 1. The average

DyIII@F bonds were found to be 2.247 a. Each fluoride ion was
found to possess a strong negative charge, which forces gzz to

Figure 5. DFT-computed Mulliken charges on the donor atoms of a) 1, b) 2 and c) 3.

Figure 6. The directions of the local anisotropy axes in the ground KDs on
each DyIII site (blue arrows) in a) 1, b) 2 and c) 3, along with the anisotropy
axes of CrIII ions in 3 (c).
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lie along the DyIII@F bond (see Figure 6b). As explained above,
because two fluoride ions are bonded to the DyIII ion at right

angles to each other, mJ = :1/2 is stabilised as the first excited
state. Because the fluoride ion is a harder base than hydroxide,

it exerts a stronger electrostatic repulsion and, therefore,
pushes the first excited state higher in energy by 42.9 and

37.7 cm@1 for Dy1 and Dy2, respectively, compared with 1. An-
other important reason for the larger gap in 2 than in 1 is due
to the smaller negative charge found on the bridging oxygen

atom that connects the two DyIII ions (see Figure 5b). In com-
plex 1, these are alkoxide bridges which provide a significantly
larger negative charge on the equatorial plane (see Figure 5a),
whereas in complex 2 the hydroxide ions reduce this repulsion

considerably. Complex 3 has hydroxide (m3-OH@) and alkoxide
(m-O-mdea) O atoms, which possess very large negative charg-

es (see Figure 5c), trans to each other; this favours the arrange-

ment of the gzz axis along this axis (see Figure 6c) and leads to
a larger ground–first excited state gap than complex 1.

The computed g anisotropies of 1–4 are given in Table 1. In
all cases, mJ = :15/2 was found to be stabilised as the ground

state because the axial interactions are stronger than the equa-

torial interactions. However, in complex 1 a significant trans-
verse anisotropy was present for the ground-state KD due to

the strong mixing of mJ = :15/2 and :1/2 states (see Fig-
ure 7a and b). A similar situation was encountered for 4.[16] The

transverse component for the Dy2 and Dy3 ions were consid-
erably less than Dy1 and Dy4 due to the larger energy gap be-

tween the mJ = :15/2 and :1/2 states.
Due to the significant transverse anisotropy and the low-

lying first excited state of 1, it was not expected to exhibit

a magnetisation blockade at the single-ion level, as revealed
from experiment. For complexes 2 and 3, conversely, the gz

values were almost purely axial in nature. This is because the
mixing of the mJ = :15/2 state with the excited states was sig-

nificantly reduced due to the increased energy gap between
the ground KD and the excited-state KD. More importantly, be-

cause the first-excited-state KD was significantly higher in

energy, this suggests a possible magnetisation blockade at the
single-ion level.[35]

To determine the relaxation processes associated with
single-ion DyIII anisotropy, the mechanisms of magnetic relaxa-

tion were computed and are shown in Figure 7. In complex 1,

Figure 7. The ab initio-computed magnetisation blocking barrier for a) the Dy1 site in 1; b) the Dy2 site in 1; c) the Dy1 site in 2 ; d) the Dy2 site in 2 ; e) the
Dy1 site in 3 and f) the Dy2 site in 3. The x axis indicates the magnetic moment of each state along the main magnetic axis of the Dy ions, whereas the y axis
denotes the energy of the respective states. The thick black line indicates the KDs as a function of the computed magnetic moment. The green/blue arrows
show the possible pathway by Orbach/Raman relaxation. The dotted red lines represent the presence of QTM/TA-QTM between the connecting pairs. The
numbers provided at each arrow are the mean absolute value for the corresponding matrix element of the transition magnetic moment. The numbers in ma-
genta correspond to wavefunction analysis of the mJ levels, in which, for example, 0.95 j-15/2> + 0.02 j-9/2> indicates that the ground state is pure
mJ = :15/2 with slight mixing (0.02) with an mJ = 9/2 excited state.
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the ground-state tunnelling probability is large for all DyIII ions,
which as expected leads to no magnetisation blockade (see

Figure 7a and b). However, in complex 2 the ground-state tun-
nelling probability is smaller than 1 (0.64 V 10@1 and 0.1 V

10@1 mB), but not sufficiently negligible to quench the QTM
completely at the ground-state level. That is, if an isostructural

{CoIII
4DyIIILaIII

3} complex is prepared, it is unlikely to show SMM
behaviour due to the large ground-state tunnelling probability
(see Figure 7c and d). However, if we consider relaxation

beyond a single-ion mechanism, factors such as DyIII···DyIII ex-
change coupling could quench the observed QTM effects and
lead to a possible magnetisation blockade (see below). In com-
plex 3, the tunnelling probability at the single-ion level is

larger than in 2, and the calculations again predict the absence
of SMM behaviour (see Figure 7e and f). This is, however, con-

trary to what was observed in the experimental measure-

ments.[15] To explain the data, we must take into account the
DyIII···DyIII and CrIII···DyIII exchange coupling. CASSCF calculations

performed for the CrIII single ions gave isotropic g tensors (see
Table S13 in the Supporting Information) and axial zero-field

splitting parameter values of @0.2 cm@1 for Cr1 and @0.3 cm@1

for Cr2, Cr3 and Cr4, with a small E/D ratio. These values are

too small to significantly influence the magnetic anisotropy of

the DyIII centres.

Mechanism of Magnetic Relaxation: Polynuclear Paradigm

As illustrated above, the single-ion DyIII anisotropy and the de-

veloped mechanism of relaxation does not rationalise the ob-
servation of slow magnetic relaxation in complexes 1–3. To

gain insight into the mechanism of relaxation, a polynuclear

mechanism needs to be developed that incorporates the ex-
change coupling between the paramagnetic centres. This has

been performed by using the POLY ANISO program with the
Lines model to fit the susceptibility data by using the ab initio-

computed parameters of the DyIII/CrIII single ion. This has suc-
cessfully been employed to extract a good numerical estimate

of the magnetic exchange parameters (J values) in several ear-

lier instances.[13e, f, 36] The exchange Hamiltonian adopted for
complexes 1, 2 and 3 is given below [Eq. (1)] , along with the

exchange topology diagram shown in Figure 8.

Ĥex ¼ @
X

3
i¼1Ji SiSiþ1 ð1Þ

in which Ji = Ji
exch ; that is, Ji are the fitted Ji

exch parameters; this
describes the interaction between all the neighbouring metal

centres.

Due to the high symmetry found in complexes 1 and 2, the

DyIII-O-DyIII and DyIII-F-DyIII angles are identical for all DyIII–DyIII

pairs. Therefore, we have employed a single exchange interac-

tion (J1) for these two complexes. For complex 3, two addition-
al magnetic exchange parameters, DyIII–CrIII (J2) and CrIII–CrIII

(J3), were employed (see the Computational Details and
Figure 8).[16, 37]

Although the CrIII–CrIII (J3) exchange is a next-nearest-neigh-

bour interaction, this interaction has previously been highlight-
ed as being important to reproduce the low-temperature sus-

ceptibility data and, therefore, has been taken into consider-
ation.[38]

The estimated exchange coupling parameters for complexes
1–3 are shown in Table 2 (see Figure 2 for the fit obtained by

using the POLY ANISO routine). For complex 1, the DyIII–DyIII

magnetic exchange interaction was found to be antiferromag-
netic (@0.16 cm@1) in nature. The average DyIII-O-DyIII angle in

complex 1 is 111.38. Based on previously developed magneto-
structural correlations for {GdIII(OR)2GdIII} dimers, this angle falls

in the antiferromagnetic exchange region.[29b] DFT calculations

also reproduced the sign of the exchange interaction, which
confirmed this point. For complex 2, the POLY ANISO fit gave
a ferromagnetic coupling interaction (1.6 cm@1). Here, the aver-
age DyIII-O-DyIII angle was found to be 107.88, whereas the
average DyIII-F-DyIII angle was 113.88. The above-mentioned
magneto-structural correlation predicted ferromagnetic ex-

change coupling for angles below approximately 1078, and
this is consistent with the present observation. The magnitude
of the exchange interaction, however, is relatively strong com-
pared with other 4f–4f interactions (usually <0.01 cm@1) and
this can be traced to the presence of the fluoride bridges,

which promote strong polarisation (see Figure S6 in the Sup-
porting Information).

For complex 3, the J1 interaction between the DyIII–DyIII ions

was found to be ferromagnetic, as observed in 2. In this case
the exchange was even stronger, with a magnitude of

2.8 cm@1. The average DyIII-O-DyIII angle was found to be
105.58, whereas the average DyIII-F-DyIII angle was 118.58. Rela-

tive to the {Gd(OR)2Gd} magneto-structural correlation, the
stronger DyIII-O-DyIII magnetic exchange coupling witnessed inFigure 8. Magnetic exchange pathways in 1–3. Cr replaced by Co in 1 and 2.

Table 2. Magnetic exchange interactions between magnetic ions in 1–3 ;
zJ is a cluster–cluster interaction.

Complex Magnetic exchange interactions
Lines model [cm@1] DFT calculated [cm@1]
J1 J2 J3 zJ J1 J2 J3

1 @0.16 @0.01 @0.11
2 1.6 @0.013 0.034
3 2.8 @1.8 0.005 @0.017 0.02 @0.8 0.005
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3 is correlated to a smaller DyIII-O-DyIII angle compared to 2.
Furthermore, because the DyIII–CrIII interaction was determined

to be antiferromagnetic, this offers another route for stronger
ferromagnetic DyIII···DyIII coupling through spin polarisation, as

shown earlier for polynuclear {3d-Gd} complexes.[38]

The DyIII–CrIII interaction was estimated to be antiferromag-

netic in nature (@1.8 cm@1 by using POLY ANISO and
@0.8 cm@1 by using DFT, based on {CrIIIGdIII} models). We have
previously undertaken detailed mechanistic studies on

{3d(OR)2Gd} pairs and fluoride-bridged {CrIII-GdIII} pairs.[39] Con-
clusions from this work are that the magnetic exchange cou-
pling in {3d–4f} pairs has two contributions. A ferromagnetic
contribution arises from the charge transfer from a 3d orbital

to empty 5d/6s orbitals of DyIII with the DyIII 4f orbitals contri-
buting to the empty 5d/6s orbitals through polarisation, as dis-

cussed earlier.[38b] The second contribution is an antiferromag-

netic contribution that results from the direct overlap between
the 3d SOMOs and the 4f SOMOs.

In general, unpaired electrons in s-type dz2 and dx2@y2 orbi-
tals contribute significantly to charge transfer, which leads to

dominating ferromagnetic contributions, whereas the remain-
ing p orbitals tend to overlap with the 4f orbitals. In the case

of CrIII, which has the t2g
3 configuration, the charge-transfer

pathway was negligible and significant overlap with the 4f or-
bitals is expected, and is therefore an antiferromagnetic inter-

action.[6c, 39] In complex 3, the DyIII–CrIII interaction is mediated
by two alkoxide bridges and one carboxylate bridge. Extensive

magneto-structural correlations developed for {CuIIGdIII},[40]

{NiIIGdIII},[38] {VIVGdIII},[41] {CrIIIGdIII}[29b, 39] and {FeIIIGdIII}[6c, 42] com-

plexes suggest that, for this exchange topology, the coupling

was expected to be antiferromagnetic for bridge angles small-

er than 1058. Here, the DyIII-O-CrIII angles were 103.4 and 98.48.
These relatively small angles enforced in the polynuclear

framework therefore promoted antiferromagnetic coupling,
and this was expected to be relatively strong because one of

the prominent ferromagnetic contributions is negligible, as dis-
cussed above. These mechanistic arguments are supported by

the DFT calculations (see Figure S6).

Magnetic Relaxation in the Polynuclear Framework

For compound 1, the tunnelling parameter (Dtun) for the ex-
changed coupled ground state was computed to be large

(2.4 V 10@3 cm@1, see Figure 9a), but was determined to be very
small for 2 (4.4 V 10@6 cm@1, see Figure 9c) and 3 (4.0 V

10@7 cm@1, see Figure 9b). Thus, in complex 1 the magnetic re-

laxation occurs via the ground state with a small energy barrier
of 0.001 cm@1 (see Table S6 and Figure 9a). In complex 2, the

first excited state also possesses negligible tunnel splitting,
which suggests a magnetisation blockade of up to 3.6 cm@1.

The second excited exchange-coupled state lies at 4.0 cm@1

(see Table S10 and Figure 9c) and possesses a tunnel splitting
of Dtun = 2.8 V 10@4 cm@1, which suggested a possible relaxation

pathway via this state. Furthermore, another relaxation path-
way at higher excited states was expected with an energy bar-
rier of 49.1 cm@1 and with significant tunnel splitting (Dtun =

1.1 V 10@5 cm@1, see Table S10). Although the relaxation was ex-

pected to occur via the states that lie at 4.0 cm@1, the tunnel
splittings for these states were relatively small and minor per-

turbations, such as intermolecular interactions, can quench this
tunnelling process and could push up the relaxation barrier via
higher excited states at 49.1 cm@1. This picture is consistent

Figure 9. Low-lying exchange spectrum and the position of the magnetisation blocking barrier for a) 1, b) 3 and c) 2. The exchange states are placed on the
diagram according to their magnetic moments (bold black lines).
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with the experimental data in which several relaxation process-
es were observed, one at very low temperatures with a small

barrier height (2–4 cm@1, estimated) and one at higher temper-
atures with a barrier height of 39 cm@1 (experimental).

In contrast, for 3 the tunnelling probabilities of the ground,
first and second excited states were almost negligible, a conse-

quence of stronger DyIII···DyIII and CrIII···DyIII interactions that
quenched the QTM and led to relaxation via the third exited
state. This places the estimate of Ucal for this molecule at

38.0 cm@1 (Dtun = 1.4 V 10@4 cm@1, see Table S14 and Figure 9b),
which is consistent with the experimental data (55 cm@1).[15]

Clearly, unlike 2 only one relaxation was observed here, which
suggests that the presence of CrIII ions have therefore

quenched the low-temperature relaxation channel that was
available for complex 2.

The barrier heights for magnetisation reversal were found

to be 1 (0.001 cm@1)<2 (4.0 cm@1)<4 (10.4 cm@1)<3
(38.0 cm@1).[43] The observed trend clearly suggests that the

presence of F@ ions (2 (F@) vs. 1 (OH@) and 3 (F@) vs. 4 (N3
@)) in-

stigated structural and electronic changes that helped to

quench the QTM to a certain extent. This is clear if we com-
pare complexes 1 and 2 ; 1 is experimentally not an SMM,

whereas complex 2 exhibited slow relaxation, but with promi-

nent QTM at lower temperatures. Although the F@ ions helped
to quench the tunnelling compared with the hydroxide ions

present in 1, we still found a significant tunnel splitting of the
exchanged coupled excited state in complex 2 (2.8 V

10@4 cm@1). Complex 4, however, incorporates the paramagnet-
ic CrIII ion, which induced notable exchange coupling between

the CrIII–DyIII and DyIII–DyIII ions and quenched the QTM effects.

Here, even with bridging hydroxide and azide ligands, QTM
was quenched efficiently. This was attributed to the relatively

strong DyIII–CrIII magnetic exchange interactions. Additionally, if
both F@ and CrIII are present, such as in complex 3, this was

doubly effective and both factors worked additively to quench
the QTM and led to the observation of a very large barrier for
magnetisation reversal, which ultimately resulted in coercive

magnetic hysteresis loops with a blocking temperature of 3.5 K
(Figure S5). Our calculations revealed that the electrostatic po-
tential experienced by the ions upon replacement of OH@ by
F@ is significant and alters the direction of the ground-state
magnetic anisotropy. Because the F@ ions carry a larger nega-
tive charge compared with the hydroxide ions, the barrier

heights were also found to correlate to the computed Mulliken
charges that reside on the bridging atoms (see Figure 10 and
Tables S15–S17 and Figures S7–S9 in the Supporting Informa-
tion).

Conclusion

In summary, we report the synthesis and magnetic and theo-

retical studies of two analogous heterometallic {CoIII
4DyIII

4} octa-
nuclear complexes. Both complexes display the same metallic

core topology with minor structural modifications found in the
ligand framework. The major structural difference, in the con-

text of the magnetic behaviour, is the introduction of m-F@

bridging ions for 2 that replace the m-OH@ ions in 1. We also

reported a theoretical perspective of two analogous {CrIII
4DyIII

4}

octanuclear complexes (3 and 4), which displays a metallic
core topology identical to that of 1 and 2. Compounds 3 and

4 provided a similar O versus F bridging ligand comparison to
1 and 2 (i.e. N vs. F), but also revealed insight into the influ-

ence of the 3d transition-metal ion on the magnetic behaviour

on comparing 1 and 2 to 3 and 4. The magnetic relaxation
data for 1 and 2 (TM = CoIII) were found to be significantly dif-

ferent, as were the data for 3 and 4 (TM = CrIII). Furthermore,
the behaviour of the {CoIII

4DyIII
4} complexes was notably differ-

ent from the {CrIII
4DyIII

4} complexes. From the AC data, only
out-of-phase (cM’’) tails were visible above 2 K for 1. However,

complex 2 exhibited a significant out-of-phase component

that revealed multiple relaxation processes, the slowest of
which had a barrier height of 39 cm@1.

Ab initio calculations suggested that major differences were
found even at the single-ion level, in which the presence of F@

was found to diminish the tunnelling probability of the
ground-state KDs. In the hydroxide-bridged complexes, the

ground-state tunnelling was significantly larger and we

showed that compounds 1 and 4 are “worse” SMMs than 2
and 3. The presence of the F@ ions altered the direction of the

magnetic anisotropy and, more importantly, pushed the first
excited state higher in energy due to stronger electrostatic re-

pulsion. This reduced the mixing of the ground mJ = 15/2 state
with the first excited mJ = 1/2 state and led to reduced QTM ef-

fects for the F@ compounds.
At the polynuclear level, the presence of weak DyIII–DyIII in-

teractions was already strong enough to quench the QTM

completely in complex 2, which led to the observation of SMM
behaviour, whereas it was insufficient in complex 1, which

showed no SMM characteristics. Furthermore, F@ also influ-
enced the exchange coupling, in which the DyIII–DyIII coupling

was determined to be ten times larger for complex 2 than for

complex 1 (@0.16 cm@1 vs. 1.6 cm@1 for 1 and 2, respectively),
which further reiterated the superiority of F@ over OH@ as

a bridging ligand.
Replacement of (diamagnetic) CoIII by the paramagnetic d3

CrIII ion opened up further exchange pathways, for which
stronger DyIII···CrIII interactions were detected and led to further

Figure 10. Plot of observed Ueff values in {TMIII
4DyIII

4} vs. Mulliken charge on
bridged atoms.
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quenching of the QTM pathways. This was particularly the case
in complex 3, in which both CrIII and F@ are present and both

factors contributed additively to the quenching of QTM, which
led to the observation of a very large barrier height for mag-

netisation reversal and long relaxation times, as observed in
the magnetic hysteresis plot.
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