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Magneto–Structural Correlations

Magnetic Anisotropy, Magneto–Structural Correlations and
Mechanism of Magnetic Relaxation in {DyIIIN8} Complexes:
A Theoretical Perspective
Tulika Gupta[a][‡] and Gopalan Rajaraman*[a]

Abstract: Ab initio CASSCF calculations have been undertaken
to probe the origin of magnetic anisotropy in two structurally
related {DyIIIN8} SIMs {[Dy(tmtaa)2]– and [K(DME)2][Dy(tmtaa)2];
1 and 2, respectively}. Our calculations reveal that complex 1
possesses a larger barrier for reorientation of magnetization
(Ucal) than does 2. This is essentially due to the intrusion of
K+ ions, which distort the geometry and the donor abilities of
the ligands in complex 2, compared with 1. Moreover, the li-
gand field around DyIII was found to stabilize |mJ> = |±13/2>
as the ground state, with stronger mixing by other |mJ> levels.
This corresponds to the observation of large gxx and gyy values

Introduction
Simplified analysis for the anisotropy of SMMs containing only
one spin carrier, known as single-ion magnets (SIMs or mono-
nuclear SMMs), has gained interest over the years, due to their
superior SMM properties.[1] Magnetic anisotropy, owing to the
unquenched orbital angular momentum of the lanthanide (LnIII)
inner 4f orbitals, and its inherent ability to interact weakly with
ligands, is considered advantageous over transition-metal-ion-
based SIMs.[2] One of the outstanding issues in lanthanide-
based SIMs is to find a way to control the magnetic an-
isotropy[1d,3] and to quench the quantum tunnelling of the
magnetization (QTM)[3a,4] effects. If these two goals are
achieved, this will pave the way forward for high-density mag-
netic memories based on these molecules.[5,6] Lanthanide SIMs
are also proposed for potential applications in the area of mag-
netic refrigeration,[7] molecular spintronics,[8] and quantum
computing devices.[9] To harness the aforementioned techno-
logical benefits of SMMs, it is important to enhance the block-
ing temperature (TB) beyond 300 K. To date, all reported SMMs
are functional only at very low temperatures, with the exception
of the [Dy(Cp)2]+ molecule, which exhibits blocking tempera-
tures as high as 60 K.[6b,10] Although this is a significant break-
through, enhancing the blocking temperature further is the
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at the ground state, leading to an efficient QTM process and
very fast relaxation. The computed ground-state |mJ> levels and
the estimated g tensors for both complexes are in agreement
with experimental results obtained from magnetic and EPR
spectroscopic studies. In addition, we have developed various
magneto–structural correlations for complexes 1 and 2, in order
to understand how small structural distortions are likely to in-
fluence the magnetic anisotropy. These correlations offer clues
to enhancing the barrier height for magnetization reversal in
{DyIIIN8} complexes.

need of the hour and several groups are actively working to-
wards the synthesis of SMMs possessing larger TB values.

Fine-tuning the local symmetry of the lanthanide ions, crys-
tal-field strength, coordination number/geometry, and inter-
and intramolecular exchanges have been considered as poten-
tial strategies for increasing the blocking temperatures of
SIMs.[9,10c,10d,11] Additionally, a rigid ligand framework, without
very low-lying vibrational states, is likely to help plug other
leaks (by Raman/other mechanisms) in enhancing the blocking
temperature.[12] To date, among all of the lanthanide-based
SIMs, DyIII (possessing an oblate-type 4f electron density for the
ground |mJ> = |±15/2> state) has indisputably conquered the
credit of being the most prolific.[9b,9c,9e,10e,11b,11c,11h,11k,13] A
strong axial ligand field stabilizes the |mJ> = |±15/2> ground
state for DyIII complexes, facilitating favourable conditions to
observe magnetic bistability.[3i,3j,14,15,25,16] Estimating the mag-
netic anisotropy and its directions are challenging, due to the
complexity of ligand-field theory,[17] as well as a lack of symme-
try in the ligand-field environment around the lanthanide
ions. However, spectroscopic tools, such as inelastic neutron
scattering,[18] multifrequency high-field EPR spectroscopy,[19]

cantilever torque magnetometry[20] and single-crystal magne-
tometry,[21] have been successfully employed to probe the
magnetic anisotropy. Despite the involved complexities, it is still
challenging to extract detailed information about the direction
of anisotropy from these experimental studies.

An alternative strategy to obtain insight into the magnetic
anisotropy of lanthanide-based magnets is to employ state-of-
the-art ab initio calculations, based on the wave function ob-
tained from state-average complete active space self-consistent
field (CASSCF)/superior methods. Recent developments in post-
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Hartree–Fock multiconfigurational ab initio methodology have
been shown to be indispensable to envisage the magnetic an-
isotropy of SIMs and to endorse the magnetic anisotropy data
procured from EPR spectroscopic measurements.[9b,9c,11i,13a,22]

The CASSCF method, including spin-orbit interaction (RASSI-
SO), has been found to reproduce the experimental data in sev-
eral cases and its reliability towards calculating such intricate
parameters is well established. In this regard, here, we have
undertaken detailed ab initio CASSCF[23]/RASSI-SO[24]/SINGLE_
ANISO[25] calculations, employing the MOLCAS[26] suite to study
two recently[27] reported sandwich compounds [K(DME)-
(18-crown-6)] [Dy(tmtaa)2] (1) and [K(DME)2][Dy(tmtaa)2] (2)
(H2tmtaa = macrocyclic 6,8,15,17-tetramethyl dibenzotetra-
aza[14] annulene; DME = dimethoxyethane). Both of the com-
plexes have been synthesized and characterized thoroughly us-
ing magnetic and EPR spectroscopic measurements. In both
complexes, the central DyIII ion is coordinated by two tetradent-
ate tmtaa2– ligands and possesses D2d (1) and C2v (2) symmetry,
respectively. Both compounds exhibit slow relaxation of mag-
netization in the presence of an external applied magnetic field
of 100 Oe and the effective barriers (Ueff ) are estimated to be
24.05 and 19.74 cm–1 for 1 and 2, respectively.[27] While the
core structure of the molecules are very similar, they possess
different symmetry/structure with varying degrees of structural
distortions. Here, by performing ab initio calculations, we in-
tend to answer the following intriguing questions: (i) what is
the origin of the non-Ising ground state observed in these com-
plexes? (ii) what is the mechanism of the magnetic relaxation
in 1 and 2 and how is their symmetry dictating these mecha-
nisms? (iii) how do the structural parameters around the DyIII

ion influence the magnetic anisotropy, and hence, the energy
barrier?

Computational Details

The MOLCAS 8.0[26] program package was utilized to perform
post-Hartree–Fock ab initio calculations. To foster basis-set gen-
eration, scalar terms were included that were used successively
to deduce spin-free wave functions and also energies, with the
help of the complete active space self-consistent field
(CASSCF)[23] method. However, spin-orbit coupling was incorpo-
rated using the RASSI-SO[24] method, which used the CASSCF
wave functions as the basis sets and multiconfigurational wave
functions as the input states. The resultant wave functions and
energies of the pertaining multiplets were used for the determi-
nation of the anisotropic magnetic properties, crystal-field pa-
rameters and g tensors of the lowest state, using a specially
designed routine SINGLE_ANISO.[25] Being inspired by our re-
cent endeavour of basis-set appraisal in dictating magnetic
properties of isotropic lanthanide systems,[28] we replicated that
attempt in this study as well. We employed two basis-set
approximations as adopted earlier:[13h] (i) Basis-set I (BS-I):
[ANO-RCC...7s6p4d3f1g.] for DyIII, [ANO-RCC...3s2p.] for C, [ANO-
RCC...3s2p1d.] for N and O, [ANO-RCC...2s1p.] for H and [ANO-
RCC···5s4p1d.] for K; and (ii) Basis-set II (BS-II): [ANO-
RCC...8s7p5d4f2g1h.] for DyIII, [ANO-RCC...4s3p2d.] for N, O and
C, [ANO-RCC...3s2p1d.] for H and [ANO-RCC...6s5p2d.] for K. The
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basis-set approximation for DyIII was exactly adopted from the
previous results.[13h] On the other hand, basis sets: ANO-RCC-
VDZP for N, H, K and O atoms, ANO-RCC-VDZ for C atoms in
the BS-I approximation, ANO-RCC-VTZ for N, C, K and O atoms
and ANO-RCC-VTZP for H atoms in the BS-II approximation were
adopted from the ANO-RCC library embedded in the MOLCAS
suite.[29] The ground-state f-electron configuration for DyIII is 4f9

and this yielded a 6H15/2 multiplet as the ground state. First, we
performed CASSCF calculations with an active space of nine
active electrons in seven 4f orbitals (9,7). With this active space,
we computed 21 sextets in the configuration interaction (CI)
procedure.[11m] After computing these excited states, we util-
ized these computed SO states into the SINGLE_ANISO program
to compute the g tensors. The DyIII ion has eight low-lying Kra-
mers doublets, for which individual states anisotropic g tensors
were computed. The Cholesky decomposition for two electron
integrals was employed throughout our calculations. Using the
SINGLE_ANISO code, we also extracted the crystal-field parame-
ters, as implemented in MOLCAS 8.0.[26] The transition matrix
elements were computed using a MOLCAS routine provided by
Prof. L. F. Chibotaru.[25] Subsequently, the magnetic properties
of a single magnetic ion were calculated with a complete ab
initio approach, where inclusion of spin-orbit coupling was
being performed nonperturbatively. Structural optimization,
Mulliken charges and the spin densities were computed using
DFT calculations, by employing the Gaussian 09 suite.[30] Here,
we employed the B3LYP[31] functional, along with the Cundari–
Stevens[32] double-� polarization basis set, for the DyIII ions, and
the Ahlrichs triple-� basis set,[33] for the rest of the elements.

Results and Discussion

Our two concerned complexes (1 and 2) are comprised of the
eight-coordinate DyIII ion in a sandwich-type coordinating envi-
ronment composed of eight N atoms from two –tmtaa2– ligands
(see Figure 1a,b).[27] Complex 2 has an additional K+ ion in prox-
imity to the ring of four N atoms of one tmtaa2– ligand. The K+

ion incorporation with one of the tmtaa2– ligands increases the
pertaining Dy–N bond lengths by ca. 0.04 Å (i.e., 2.44 versus
2.48 Å for 1 versus 2). Additionally, we have also measured the
degree of distortion (S = 0 for a perfect polyhedron) in com-
plexes 1 and 2, as well as for the models employed in this study
using eight-coordinate undistorted polyhedra (CU: cube; TT:
triakis tetrahedron; TDD: triangular dodecahedron; SAPR: square
antiprismatic; HBPY: hexagonal bipyramid; JSD: snub dis-
phenoid). Both of the crystallographic structures of complexes
1 and 2 adopt geometries close to cubic, as the least deviations
are found for this geometry (see Table S1 in the Supporting
Information).

In 1, the potassium (K+) ion is coordinated by an 18-crown-
6 ligand and one DME molecule has been detached from the
[Dy(tmtaa)2]–core structure (see Figure 1a,b). Intrusion of the
potassium ion into the [Dy(tmtaa)2]– moiety provokes the re-
duction of the symmetry in 2, compared with that in 1.[27] To
check the accuracy of our computed parameters, we have com-
puted the magnetic susceptibility and magnetization data for
both complexes utilizing CASSCF energies (see Figure S1). While
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Figure 1. Ab initio computed g-tensor orientations along the z axis (gzz) for
the ground state (KD1) and the first excited (KD2) Kramers doublet for com-
plexes: (a) 1 and (b) 2. [Colour scheme Dy: purple; N: blue; O: red; C: grey; K:
pink. All hydrogen atoms have been omitted for clarity].

calculations successfully reproduce the susceptibility data of
both complexes, deviations are seen in the magnetization data.
Computed ground-state anisotropies using the BS-I setup yield
gxx = 0.73, gyy = 0.75 and gzz = 16.85 for 1 and gxx = 0.69, gyy =
0.89 and gzz = 16.82 for 2 (see Tables 1, S2 and S4). This infers
an axial set of ground-state anisotropy associated with the large
transverse components of the g-matrix (gxx, gyy). While experi-
mental observations also reiterate a similar picture, the axiality
of the computed g tensors is greater than that obtained from
EPR spectroscopy (see Table 1). This deviation could be attrib-
uted to the absence of: (i) intermolecular/dipolar interaction in
our calculated models; and (ii) metal-ligand covalency, which
requires inclusion of ligand orbitals in the CAS reference space.
Meticulous analysis of the g tensors reveals the occurrence of
axiality, with significant gxx, gyy values, up to the fourth excited
KD (KD5) and to KD7 for complexes 1 and 2, respectively.
Beyond the aforementioned levels, a drastic reduction of the
gzz tensor and a significant enhancement of the gxx, gyy values

Figure 2. Ab initio computed electronic states, magnetic transition probabilities and magnetization blocking barriers for the ground 6H15/2 multiplet of
complexes: (a) 1 and (b) 2 in zero field. The x axis indicates the magnetic moment for each state along the main magnetic axis of the molecule. The thick
black line indicates the Kramers doublets (KDs) as a function of the magnetic moment. The dotted green line indicates the plausible pathway of the spin-
phonon process. The dotted blue line denotes the most probable relaxation pathways for magnetization reversal. The dotted red lines imply the presence of
QTM/TA-QTM between the connecting pairs. All of the computed relaxation probabilities are dependent upon magnetic perturbation and are normalized
from every departing state. For each Kramers doublet, the maximum contributing |±mJ> levels (percentage contribution) have been noted. Similarly, in all of
the following figures of the relaxation mechanism, the corresponding depicted |±mJ> state possesses the maximum contribution to the particular wave
function.
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were detected (see Tables S2 and S4). In 1, the gzz axis of the
ground-state Kramers doublet (KD1) passes along the principal
C2 axis through the centre of the upper –tmtaa2– ligand (see
Figure 1a) and deviates by ca. 48° and 57° from the right and
left side of the N atoms, respectively.

Table 1. Ab initio computed principal values of the ground-state g tensors
for the two studied complexes using two basis-set setups, along with the
computed barrier height for magnetization reversal. Also, the CASSCF com-
puted spin-free first (E1) and second (E2) excitation energies in cm–1 and the
(E2 – E1)/E1 parameters are given for complexes 1 and 2.

Complex 1 Complex 2
exp. BS-I BS-II exp. BS-I BS-II

gxx (g⊥) 1.26[a] 0.73 0.78 1.41a 0.26 0.81
gyy – 0.75 0.81 – 0.57 1.02
gzz (gs) 15.45 16.85 16.84 15.18 16.82 16.75
E1 – 12.18 – – 8.93 –
E2 – 15.98 – – 11.44 –
(E2 – E1)/E1 – 0.31 – – 0.28 –
Ueff/Ucal [cm–1] 24.05 87.67 79.37 19.74 76.27 68.98

[a] Experimental value obtained using X-band EPR spectra; only two g ten-
sors, on diluted samples, are qualitatively derived.

A similar trend, observed in complex 2, elicits the preferential
alignment of anisotropy along the principal axis of symmetry,
independent of electrostatic repulsion.[14b] The qualitative relax-
ation mechanism using the BS-I setup, for both complexes,
clearly exhibits three possible ways for relaxation: (i) QTM within
the ground-state doublet [i.e., |–13/2>↔|+13/2> (see Fig-
ure 2a,b)]; (ii) TA-QTM via excited states (i.e., |–15/2>↔|+15/2>
in 1 and |–11/2>↔|+11/2> in 2); and (iii) spin-phonon contribu-
tion to the relaxation (i.e., |–13/2>→|–15/2>→|+15/2>→
|+13/2> in 1 and |–13/2>→|–11/2>→|+11/2>→|+13/2> in 2).
In both complexes, large gxx, gyy values in the ground KD are
corroborated by pronounced QTM; that is, the corresponding
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transversal-moment matrix elements are 0.25 and 0.26 μB for 1
and 2, respectively (see Figure 2).The gzz-KD2 (first excited KD)
deviates by 9° and 170° for complexes 1 and 2, respectively.

This non-concurrence with respect to the KD1-gzz instigates
relaxation via the KD2 state. This is nicely supported by perti-
nent transversal-magnetic-moment matrix elements, as 1.61
and 2.27 μB are obtained for 1 and 2, respectively (see Figure 2).
These two relaxation probabilities are in agreement with the
experimental observations of the secondary process of relaxa-
tion, due to the presence of large transverse g-tensor compo-
nents (see Table 1).[27] EPR spectra, recorded at 5 K, for these
complexes reveal strong anisotropic signals. The observed gs

endorses the |mJ> = |±13/2> ground state, with associated non-
negligible gxx, gyy values, as evident from g⊥ > 0. An isolated
pseudodoublet at the measured temperature and strong mix-
ing of the wave function leads to the observation of features
corresponding to the |mJ> = |±13/2> state, though the transi-
tion between these levels are formally forbidden.[34] However,
the large QTM probability at the ground state reveals that both
molecules are unlikely to exhibit SMM in the zero-field condi-
tion and application of a 100 Oe field is required in the experi-
ments to clearly see the out-of-phase signals in the diluted
samples of complexes 1 and 2.

In the presence of an applied field, the QTM at the ground
state is likely to be quenched to some extent, and this
places the estimates of the calculated barrier height (Ucal) at
87.67 cm–1 and 76.27 cm–1 against the experimental Ueff values
of 24.05 and 19.74 cm–1 for complexes 1 and 2, respectively.
Observed significant TA-QTM (corresponding matrix elements
0.12 and 0.20 for 1 and 2, respectively) can be attributed to
the large value of the associated transverse component of the
magnetization in the first excited KD for both complexes. Dis-
parity between the experimental and calculated values is antici-
pated, as the Ucal values given do not account for the large
QTM probability observed at the ground-state level in both
complexes. Moreover, intermolecular interactions and hyperfine
coupling of the metal and the nitrogen atoms are likely to influ-
ence the barrier height and these are not factored into the
estimates of the Ucal values.[22g] Additionally, fitting the ac data
with an additional non-Orbach process is important to obtain
a good numerical estimate of the experimental barrier
height[22c,22f,35] and this has not been performed, also leaving
some ambiguity as regards to the experimental estimates
of the Ueff values. For 1, the KD1 is predominantly |±mJ> =
|±13/2>: 0.87 × |±13/2> + 0.18 × |±11/2>, while KD2 is prepon-
derantly |±mJ> = |±15/2>: 0.83 × |±15/2> + 0.60 × |±11/2>. In
2, KD1 is predominantly |±mJ> = |±13/2>: 0.73 × |±13/2> +
0.19 × |±11/2> + 0.15 × |±5/2>, while KD2 is prevalently
|±mJ> = |±11/2>: 0.85 × |±11/2> + 0.23 × |±9/2>, astoundingly
validating experimental results obtained from the EPR spectra
(see Figure 2).[12b] Strong mixing of various |±mJ> levels in the
ground-state wave function is due to the presence of well-de-
fined fourth-order transverse anisotropy, as expected in cubic
symmetry. We have attempted to understand the role of the
CASSCF computed spin-free energies in the magnetic anisot-
ropy, as stated earlier.[36] Experimentally, the field-induced SMM
behaviour of both studied complexes is reaffirmed by our com-
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puted small (E2 – E1/)E1 parameter (see Table 1), which basically
corresponds to lower axiality.

Analysis using the BS-II setup clearly reaffirms the axiality
of the ground state, with huge transverse components of the
magnetization for both complexes, as also seen in the BS-I
setup (see Table 1, S3 and S5). The energy spectra for eight
low-lying KDs arising from 6H15/2 atomic term are found to
span a range of 700 cm–1, whereas subsequent excited states
(6H13/2) are lying in a range of 3000 cm–1. In this approach as
well, the relaxation is found to occur via the first excited KD (Ucal

is 79.37 and 68.98 cm–1 for 1 and 2, respectively; see Figure S2).
Detailed qualitative relaxation mechanism and wave function
analysis for the BS-II setup resembles the BS-I observations. The
only difference lies in the nature of KD2 for 1, which is prepon-
derantly |±11/2> = 0.91 × |±11/2> + 0.27 × |±9/2> (|±mJ> =
|15/2> for BS-I in 1). Beyond the aforementioned multiplets,
dramatic enhancement of the gxx, gyy values is noted in this
approach for complex 2. Another common factor in both setups
is the mixed nature (percentage of the |±mJ> contribution) of
all of the KDs, due to the natures of their cubic/lower symmetry
conditions.[2a,3i,11c,37] The |±mJ> = |15/2> state of DyIII has ob-
late electron density, and a strong axial ligand field preferen-
tially stabilizes this state over the others. A conjugated double
bond, associated with the tmtaa2– ligand, displaces the DyIII ion
out of the –N4 plane, intruding structural distortions in both
complexes.[27] This perturbation causes the dominant ground
state to be |±mJ> = |13/2>, rather than the desired |±mJ> =
|15/2> state, in both complexes. Comparing the results ob-
tained from the two basis-set assessments, we found diminu-
tion of ground-state–first-excited-state gap from 87.67 to
79.37 cm–1 and 76.27 to 68.98 cm–1 for 1 and 2, respectively,
upon moving from the BS-I to the BS-II setup (see Table 1).
This conclusion articulates a reduction of splitting (Ucal) upon
enhancement in the basis set and also a drop in the deviation
between the computed and experimental values as we increase
the basis set.[38] The slightly larger gzz component of the g ten-
sors for 1 than for 2 implies a larger magnetic anisotropy for
the former than for the latter, and this is also in agreement with
the experimental[27] results.[38]

The differences in the magnetic properties observed for 1
and 2 essentially originate from the divergence in the symmetry
environment (pseudo D2d versus C2v) and the related structural
distortions. Therefore, we decided to gain insights into the ac-
quired spectrum of crystal-field levels by computing the crystal-
field parameters depicting the splitting of the 6H15/2 atomic
multiplets. Crystal-field parameters are most suitable to under-
stand the QTM effects subject to the negligible contribution of
intermolecular and hyperfine interactions. The corresponding
crystal-field Hamiltonian is given as:

where Bk
q and ÕK

q represent computed crystal-field parameters
and the extended Stevens operator, respectively.[39]

From the computed parameters, (see Table S6) we can clearly
see that, among three Bk

0 (k = 2, 4, 6) parameters, one is nega-
tive, while the other two are positive. Additionally, nonaxial Bk

q
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(K ≠ 0, q = 2, 4, 6) parameters turn out to be larger than the
axial Bk

q (K = 0, q = 2,4,6) terms. This implies a preferential
equatorial ligand-field component, as compared with the
preferred axial one. Moreover, additional intrusion by nonzero
Bk

q (K ≠ 0, q = 2, 4, 6) parameters play a proactive role in exten-
sive mixing of the ground |±mJ> wavefunctions and conse-
quent nonzero g⊥ components (see Table 1) due to a lack of
rotational symmetry. However, notably, nonaxial Bk

q (K ≠ 0;
q = 2, 4, 6) are not imperative to induce pure, nonmaximal
|±mJ> ground states, as reported earlier.[40] This additionally
substantiates the occurrence of a prevalent QTM contribution
to the magnetization relaxation. The presence of large nonaxial
terms, absence of crystallographic symmetry and asymmetric
crystal-field interactions instigate ground-state QTM effect in
both complexes. This consequently liquidates the SMM charac-
teristics in both complexes. The application of the magnetic
field causes the degeneracy of the |±mJ> levels to be lifted,
and the QTM effects to be suppressed, to a certain extent. This
quenching of the QTM results in the observation of field-in-
duced SMM behaviour, with two relaxation processes, as re-
ported earlier.[41,42] A subtle difference in the axial Bk

0 parame-
ters (1 > 2) induces larger magnetic anisotropy and barrier
heights for complex 1 (see Table S6). Between these two com-
plexes, the gradual disappearance of nonaxial Bk

q (K ≠ 0; q = 2,
4, 6) terms with increasing symmetry is observed [for 2, nonax-
ial Bk

q (K ≠ 0; q = 2, 4, 6) terms are larger than in 1; see Table S6].

We aim to further probe the electronic structure, the role of
the crystal-field parameters, 4f ligand interactions and changes
in the electrostatic potential. In this regard, we have undertaken
detailed DFT calculations and analyzed 4f orbital energies,
bonding, and spin densities. While DFT calculations are known
to fail for strongly anisotropic systems, such as DyIII, the bond-
ing scenarios are expected to be qualitatively the same for vari-
ous configurations, and hence, such analysis has been per-
formed. The computed spin-density plots articulate a mixture
of spin delocalization and polarization in complex 1, with the
observation of predominant spin polarization on the nitrogen
donor atoms (see Figure 3c). For complex 2, equal spin-delocali-
zation and spin-polarization contributions have been observed
(see Figure 3d). To ascertain the factors determining the differ-
ential behaviour in the complexes, we have performed molec-
ular orbital (MO) analysis on both complexes. The magnetic
anisotropy of the 4f electron density of the DyIII (4f9) centres
are dictated by the nonspherical density distribution of the two
� electrons.[36] In complexes 1 and 2, the 4f–α orbitals are
found to split with a large energy separation, suggesting a rela-
tively stronger crystal-field effect on the 4f electrons (see Fig-
ure 3a,b). The splittings are apparently larger for 1 than for 2
for the 4f–α set. Importantly, calculations predict near-degener-
ate 4f–� orbitals in 1, while splitting between the levels exists
in 2 (see Figure 3a,b). This can be attributed to the intrusion of
the K+ ion inside the ligand cavity, altering the symmetry and
the donor capability of one of the ligands. This larger splitting
observed in 2 could be associated with the reduction of the
orbital contribution, and hence, a lower barrier for magnetiza-
tion reversal, as observed in the CASSCF calculations/experi-
ments.

Eur. J. Inorg. Chem. 2018, 3402–3412 www.eurjic.org © 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim3406

Figure 3. DFT computed α and � MOs representing the 4f orbitals with their
corresponding eigenvalues for complexes: (a) 1 (left) and (b) 2. DFT com-
puted spin density plot for: (c) 1 and (d) 2. The red and green regions indicate
the positive and negative spin densities, respectively. The isodensity surface
of the MO plot corresponds to a value of 0.01 e–/bohr3, while the spin density
plots correspond to a value of 0.0003 e–/bohr3, since, in this instance, below
this cut-off value, it is difficult to generate the contribution from the coordi-
nating ligands.

How Do Structural Distortions Influence Magnetic
Anisotropy?

Since the roles of the point-group symmetry, the electrostatic
potential of the ligands, the effect of the ligand field and the
coordination number in magnetization dynamics have been es-
tablished by us and others,[9d,11c,11g,11i,22d,22g–22i,43] we are keen
to understand the effect of the structural parameters on the
magnetic properties. All of the following correlations have been
performed employing the BS-I setup.

Magneto–Structural Correlations on Complex 1

To perform magneto–structural correlation in complex 1, vari-
ous possible distortions in the structure are surmised. This in-
cludes the DyIII ion: (a) moving horizontally between the two
sandwiched ligands (τ parameter, see Figure 4); and (b) moving
vertically along the C2 axis. Additionally, distortions of the li-
gands with variations in the Dy–N distances and other geomet-
rical alterations are also attempted. These correlations are per-
formed to understand how various structural distortions influ-
ence the magnetic anisotropy, although the distortions chosen
are not the normal modes of vibration, as has been demon-
strated elsewhere.[44]

Magneto–Structural Correlation for Parameter τ

In this correlation, the DyIII ion is displaced horizontally from its
original position, both in the left and right directions, compared
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Figure 4. Performed magneto–structural correlation to observe the effect of
the in-plane DyIII horizontal displacement parameter (τ) on the Ucal value
(the green triangle implies experimentally reported Ueff value for the X-ray
diffraction structure).

with its original position in complex 1 (see Figure 4). The move-
ment is denoted by the parameter τ, which describes the differ-
ence in the distance moved by the DyIII ion, with reference to
complex 1 (i.e., τ = 0 denotes complex 1). Here, the τ parameter
is varied from –0.15 to +0.15 Å. As the ligand positions are
unaltered, the Dy–N distances vary for these structures and this
variation is found to be within ca. 0.2 Å. For all of the points
computed, where τ ≠ 0, the ground-state anisotropy is found
to be associated with large gxx, gyy components. This asserts
the involvement of significant QTM towards the contribution of
overall magnetization relaxation. In all of the models tested, gzz

is found to be ca. 17, with the stabilization of |mJ> = |±13/2>
as the ground state (see Figure 5). This is also reaffirmed by our
qualitative relaxation mechanism, developed on structures with
selected τ values (see Figures 5 and S3 and Table S7). The first
excited states of all models also possess substantial gxx, gyy val-
ues (see Figure 4 and Table S7). Additionally, the gzz orientations
of the first excited KDs (KD2, φ) are found to diverge signifi-
cantly, with respect to the ground-state KD1, instigating relaxa-

Figure 5. Ab initio computed electronic states, magnetic transition probabilities and magnetization blocking barriers for the ground 6H15/2 multiplet of: (a)
τ = –0.05 Å and (b) τ = +0.15 Å, created upon varying the τ parameter on complex 1 (for the X-ray diffraction structure of complex 1, τ is taken as 0 Å).
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tion via this state (benchmark angle of > 3°; see Table S7). This
is reiterated by the significant matrix elements corresponding
to the spin-phonon process (see Figure 5) for all our correlated
structures. Due to dominant contributions from QTM and
TA-QTM via the ground state and the first excited state, respec-
tively, the Ucal value lies below 100 cm–1 in all of the structures
studied. The developed correlation between the Ucal value and
the τ parameter is shown in Figure 4; it reveals that the Ucal

value gradually diminishes with both increases and decreases
in the τ parameter. Computed g tensors, relative energies and
φ angles are found to vary with variation in the τ parameter.
This correlation reveals that all of the key parameters that con-
trol the magnetization reversal are only slightly perturbed by
this distortion. Hence, this may not be the key structural distor-
tion, which could drastically decrease/increase the barrier
heights.

Magneto–Structural Correlation for Parameter α

Since the C2 axis passes through the central DyIII ion and amidst
the two ligands, tuning the metal ion along the C2 axis is likely
to have greater perturbation on the magnetic anisotropy and
the Ucal values. In this context, we have chosen to vary the
parameter α. This is defined as the vertical displacement of the
DyIII ion in up/down directions with respect to the original X-
ray diffraction structure, for which α is set to zero (see Figure 6
and Table S8). Moving the DyIII ion up or down (notionally fixed)
leads to positive or negative α values and for both of these
points, an unsymmetrical ligand environment is expected. For
example, for +α (–α) values, the Dy–N distance from the top
(bottom) tmtaa2– ligand is expected to decrease (increase),
while the Dy–N distance from the bottom (top) tmtaa2– ligand
is expected to increase (decrease), creating an unsymmetrical
ligand-field environment. Similar to τ correlation models, sub-
stantial gxx, gyy values have been observed in the KD1 and KD2
levels upon gradually varying the α parameter around the C2

axis. For this correlation, a greater proportion of the gzz varia-
tion is noted in the range of 12–16, and the relative energies
of the ground to the first excited state are found to also vary
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grossly in the range of 15–128 cm–1. The concomitant trans-
verse component of the magnetization in KD1/KD2 in all mod-
els studied indicates the presence of prevalent QTM/TA-QTM.
This is also nicely corroborated by our qualitative ab initio com-
puted relaxation phenomena. Wave function analysis articulates
KD1 as being predominantly |mJ> = |±13/2>, asserting our ob-
servations on parent complex 1. The KD2-gzz orientation devi-
ates (φ) largely with respect to the KD1-gzz axis in all of the
models studied (see Figure S4). This provokes relaxation via the
KD2 multiplet, as confirmed by the large matrix element per-
taining to the spin-phonon process (see Figure 6). With the aim
of dissecting the variation in the g-tensor orientation upon
changes in the structural parameters, we calculated the KD1-
gzz orientation for all models against the KD1-gzz orientation in
complex 1. This divergence lies at ca. 0° to 120° (see Table S8).
This suggests that this parameter is rather important in fine-
tuning the anisotropy direction/barrier heights. If unsymmetri-
cal ligands with variation in their donor capabilities are em-
ployed, this is likely to reproduce the trend observed with this
parameter. With these, we attempted to develop a correlation

Figure 6. Developed magneto–structural correlation for probing the effect of
the DyIII ion, with respect to the variation of the α parameter and the com-
puted Ucal values.

Figure 7. Ab initio computed electronic states, magnetic transition probabilities and magnetization blocking barriers for the ground 6H15/2 multiplet of:
(a) model with κ = 4.6°; and (b) model with κ = 14.6° on complex 1.
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between Ucal and the α parameter (see Figure 6). With both
positive and negative α parameters, the estimated Ucal values
are found to decrease monotonically. This is essentially due to
the fact that as we move the DyIII ion, the ligand interaction
with the equatorial plane is enhanced and the axial interaction
diminishes, leading to a drop in the estimated Ucal value (see
Figure S5).

Magneto–Structural Correlation for Twist Angle Parameter
(κ)

The eight nitrogen atoms of the ligand occupy the corners of
the cube, leading to the core structure being close to the ideal
CU structure. Here, we attempted to rotate one of the ligands,
with an idea to generating square-antiprismatic geometry at
45° rotation. The X-ray diffraction structure of complex 1 is very
close to the cubical structure, with a twist angle of only 2.5°.
This twist angle parameter (κ) is varied from 0° to 25°. Calcula-
tions reveal a large variation (83–140 cm–1) in the Ucal value as
the κ parameter increases from zero. Moreover, as the κ value
increases, the gzz anisotropy is found to increase, leading to
Ising behaviour (ca. 19.51) at higher κ values. Unlike our previ-
ous model studies, the gxx, gyy values do not prevail in this
correlation. This paves the way for the observation that gzz ≈
20, as expected for the pure |±mJ> = |±15/2> state in models
possessing higher κ values (see Table S9 and Figure S6). This
instigates the reduction of the QTM contribution for higher κ
models. For models with a lower twist-angle κ, QTM remains
prevalent. Since in all of the models, KD2-gzz anisotropy devi-
ates (φ) largely from the KD1-gzz direction, relaxation preferen-
tially occurs via KD2 (see Figure 7 for the significant matrix
element corresponding to the spin-phonon process). The axial
nature of KD1 is reduced, to some extent, in KD2, due to consid-
erable contribution from the transverse g-tensor components
(see Table S9). This correlates to considerable TA-QTM between
the states of reverse magnetization pertinent to KD2 (see Fig-
ure 7). Models with a gzz value of ca. 20 lead to the stabilization
of |±mJ> = |±15/2> as the ground state, while deviation from
gzz ≈ 20 results in the ground state being |±mJ> = |±13/2>
(see Figure 8 and Table S9). While this correlation is found to
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dramatically increase the barrier height and improve the g
anisotropy, it is not surprising, in light of the performed experi-
mental studies. It has been shown that an ideal square-antipris-
matic geometry (with D4d symmetry) best suits the DyIII ion,
and this leads to many SIMs possessing attractive blocking tem-
peratures for this geometry.[3g,9f,35g,45,46] Our calculations sug-
gest that a larger twist angle is likely to improve the magnetic
properties of these systems and this could be achieved by ap-
propriate ligand design.

Figure 8. Magneto–structural correlation developed for the parameter κ.

Magneto–Structural Correlations on DyIII···K+ Distance

The main geometrical differences between complexes 1 and 2
are the presence of a K+ ion near the ligand in complex 2, while
the same is found to be far away in 1. Since the K+ ion is close
to the ligand environment, beyond the symmetry difference,
the donor ability of the ligands to the DyIII ion is also likely to be
altered. To understand how this impinges upon the magnetic
anisotropy, we have performed additional magneto–structural
correlations pertinent to complex 2. This correlation is per-
formed by varying the DyIII–K+ distance. In complex 2, this dis-
tance is estimated to be 3.83 Å, and this parameter is varied
from 2.83 Å to 5.33 Å (see Table S10). The resultant correlation

Figure 10. Ab initio computed: (a) ground-state gzz tensor orientation for O substituted model; and (b) enlarged pictorial representation of electronic states,
magnetic transition probabilities and magnetization blocking barriers for the ground 6H15/2 multiplet of O-substituted model 1a.
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is shown in Figure 9. Models resulted from the variations in the
K+ ion position possesses significant gxx, gyy values in KD1 and
KD2 multiplets (see Figure S9 for gzz alignment). This is due to
the appreciable QTM/TA-QTM process in all of the models (see
Figure S10). Owing to the considerable φ values in all models,
the corresponding spin-phonon process is prominent (see Fig-
ure S10 and Table S10), promoting relaxation via KD2. Deviation
from the parent position in 2 could not produce larger
Ucal values (see Figure 9), but ground-state gzz alignment differs
from the orientation observed in 2 (see Table S10).

Figure 9. Magneto–structural correlation developed for parameter � on com-
plex 2.

Role of Substitution on Magnetic Anisotropy

Since the tetradentate tmtaa2– is ligated with the central DyIII

ion through four N donor atoms in 1, the first coordinated
sphere atoms are supposed to profoundly affect the magnetic
anisotropy. Hence, we have decided to substitute the N donor
atom in 1 with oxygen atoms (model 1a) to gain deeper in-
sights into the effect of substitution on magnetic phenomena
(see Table S11). As lanthanide ligands are oxophilic, if such
ligand architectures are made, stronger binding between the
ligand and the DyIII are expected, compared with complex 1.
In model 1a, the KD1 (see Figure 10a for KD1-gzz orientation)
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possesses huge gxx, gyy values (gxx = 0.85, gyy = 0.86, gzz =
16.57). This is reiterated by appreciable QTM (pertinent matrix
elements as 0.28 μB for 1a) in our qualitative relaxation phe-
nomena (see Figure 10b). Despite the smaller φ value of the
excited multiplets in 1a, huge concomitant gxx, gyy values
(gxy > 0.5) have spurred relaxation via KD2, as supported by
QTM/TA-QTM (corresponding matrix element 0.28 and 0.24 μB,
respectively; see Figure 10b). Thus, the overall pathway outlines
Ucal as being 42.25 cm–1for model 1a.

Conclusion
Owing to the large magnetic moment, DyIII based magnets are
the most widely studied SIMs to date. Here, we have performed
detailed ab initio post-Hartree–Fock calculations on two experi-
mentally reported field-induced SIMs, where ground-state
|±mJ> levels and the corresponding g-anisotropies are unequiv-
ocally established using EPR spectroscopy.

Both complexes 1 and 2 lack pure Ising g tensors in their
ground state, owing to the nature of the ligand field present.
The presence of large gxx, gyy values leads to significant QTM/
TA-QTM (via the first excited state) processes, rationalizing the
field-induced SIM behaviour noted for both complexes. The de-
crease in the energy barrier for complex 2, compared with 1, is
attributed to the reduction of the symmetry and the weakening
of the Dy–N interactions in 2, due to the presence of a K+ ion
in proximity to one of the ligands. Both the estimated g aniso-
tropies and the ground-state |±mJ> values are in agreement
with the experimental results obtained from EPR spectroscopy,
offering confidence in the computed parameters. For the first
time, several magneto–structural correlations, corresponding to
the possible structural distortions, have been performed to ana-
lyze and understand how such distortions influence the mag-
netic anisotropy and the barrier heights for magnetization re-
versal. In particular, the horizontal movement of the DyIII ion (τ
parameter) is found to only marginally influence the associated
spin Hamiltonian parameter. However, other parameters, such
as the vertical movement along the C2 axis (α parameter) and
the twist-angle corresponding to the conversion of a cubic
structure to a square antiprism (κ parameter), are found to have
profound impact on the estimated g tensors, its orientations
and estimated barrier heights. These results broadly support
the general observation of improvised magnetic properties for
DyIII complexes possessing square-antiprismatic geometry.
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