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How important is the coordinating atom in
controlling magnetic anisotropy in uranium(III)
single-ion magnets? A theoretical perspective†

Sourav Dey, Gunasekaran Velmurugan and Gopalan Rajaraman *

Theoretical investigation of actinide based nanomagnets is of paramount interest in the field of molecular

magnetism as they offer remarkable properties compared to their lanthanide counterparts. Unlike lantha-

nides, the magnetic properties of actinides can be fine-tuned by modulating the ligand field as they

possess a large metal–ligand covalency. In this regard, two complexes reported earlier have gained atten-

tion: [U(BcMe)3] (1) has been found to show Single-ion Magnet (SIM) characteristics whereas isomeric

[U(BpMe)3] (2) does not exhibit any SIM behaviour. To unravel the origin of the differences observed in

magnetic anisotropy, a detailed ab initio CASSCF study has been undertaken on the X-ray structure of

complexes 1 and 2. Since actinide compounds exhibit strong covalency, the desired active space needs to

be benchmarked to address this issue. Here, we have enlarged the active space systematically from CAS

(3,7) to CAS(3,12) where all 5f electrons in 5f orbitals are sequentially expanded to include five formally

empty 6d orbitals. Our calculations reveal that the incorporation of the 6dz2 orbital is vital in reproducing

many experimental observables such as temperature dependent susceptibility, g-factors, ground state

mJ level, and ground-state-excited-state gap. Inclusion of this orbital in the reference space is found to

describe better the U⋯H–BH agostic interactions leading to significant variations in the computed para-

meters. Gaining from this understanding, we have carried out extensive bonding analysis within the DFT

framework using tools such as Natural Bond Orbital (NBO) and Atoms In Molecule (AIM) to further probe

these weak agostic interactions. Also, predictions to enhance the U-ligand covalency using U–sulphur

bonds and the role of the U–C distance and C–U–C bite angles in the nature of anisotropy have been

studied, and relevant magneto-structural correlations have been developed. Thus our results for the first

time provide a comprehensive understanding of uranium based SMMs and offer ways to fine tune the

anisotropy for experimental chemists.

1. Introduction

Actinide single-ion magnets (SIMs) are gaining attention in
the area of molecular magnetism, thanks to their covalency
and multiconfigurational nature of the ground state rendering
stronger anisotropy compared to 4f congeners. The renais-
sance in the field of molecular nanomagnets has begun after
the discovery of slow magnetic relaxation on a double-decker
complex [TbPc2]

− by Ishikawa et al. which exhibits a barrier
height of 230 cm−1 for magnetisation reversal.1 The strong
spin–orbit coupling of lanthanides generates strong anisotropy

which splits the ground state J manifold into ±mJ levels.
2 The

suitable ligand field which minimises the electrostatic repul-
sion between the metal and ligand stabilises the spin–orbit
coupled state with the highest mJ value. Due to weak covalency
rendered by the lanthanides, the coordinating groups behave
as electrostatic point charges and the variation of the coordi-
nating groups only marginally influences the magnetic
properties.3

On the other hand, the large covalency of actinides that can
be compared to that of transition metals makes them a suit-
able candidate for SIMs.4 They have the best of both worlds,
combining the strong anisotropy like that found in lantha-
nides and tunable metal–ligand covalency that is attributed to
transition metal complexes. These inherently enhance the
exchange coupling constants of polymetallic SMMs.4 Not only
SMMs but also SIMs of actinides display better magnetic pro-
perties than lanthanides.5 It has been found from the previous
studies that the isoelectronic actinide complexes behave as
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better SIMs compared to lanthanides due to their enhanced
covalency.5,6 The nature of the ground state can be modulated
by varying the ligand field where the magnetic properties are
strongly correlated with the symmetry of the molecule and the
coordinating groups behave as a point charge which in a nut-
shell creates an electrostatic field.7 The role of the coordinat-
ing atom controlling the anisotropy in a uranium(III) complex
has been investigated by Long et al. in two trigonal prismatic
isostructural complexes, [U(BcMe)3] (1) and [U(BpMe)3] (2)
[BpMe]− = dihydrobis(methypyrazolyl)borate; [BcMe]− = di-
hydrobis(methylimidazolyl)borate (Fig. 1).8 The complex with
an N-heterocyclic carbene ligand displays a barrier height of
magnetisation reversal (Ueff ) of 33 cm−1 and this is one of the
highest reported values to date for U(III) based SIMs, while
[U(BpMe)3] does not exhibit any signal in the ac measure-
ment.8 This unforeseen change of magnetic behaviour inspires
us to study the two complexes to differentiate the origin of
magnetic behaviour. Theoretical studies on actinide based
SMMs are scarce due to the complexity involved in modelling
such systems.4 The complex electronic structure arises from
the open shell 5f electrons and strong relativistic effects which
makes the actinide chemistry very interesting. Due to the com-
parable energy of the 7p, 7s, 6d, and 5f orbitals, the ground
state electronic structure is inherently multiconfigurational
and to get a complete understanding of the electronic
structure those orbitals need to be taken into consideration.
Earlier studies on these systems suggest that 5f3 states are
sufficient to account for all energetically relevant Spin–Orbit
(SO) effects while the susceptibility or g-factors are not
accurately reproduced.9

Here ab initio CASSCF/PT2 calculations have been utilised
to understand the nature of magnetic anisotropy in complexes
1 and 2. The choice of the active space is crucial in ab initio
studies of actinides, and therefore we have taken into consider-
ation the 5f and 6d orbitals in our active space.9 In our study,
we have shown the role of 6d orbitals in agostic U⋯H inter-
actions and their influence on the magnetic relaxation. The
presence and absence of SIM behaviour in two complexes are
rationalised using ab initio calculations. To understand the
nature of bonding and agostic interactions, we have also per-

formed quantum theory of atoms in molecules (QTAIM) and
natural bond orbital (NBO) analysis within the DFT
framework.10,11 Our study reveals that enhanced active space is
vital to reproduce the experimental observables such as mag-
netic susceptibility and Ueff while smaller CAS reference space
tends to overestimate the Ueff and the g-factors.3,9

2. Computational details

All the ab initio multiconfigurational calculations have been
carried out using the MOLCAS 8.0 programme package.12 The
spin free wave function was generated from the complete
active space self-consistent field (CASSCF) level of theory.13 To
reduce the computational cost, all calculations were performed
on models of complexes 1 and 2, where the peripheral methyl
groups on the imidazole ring were replaced by –H atoms on
the X-ray structure (see Fig. 1 and 2). The all-electron atomic
natural type with a relativistic core correction (ANO-RCC) basis
set was employed for our calculations which address the large
relativistic effect of uranium.14 For complex 1, the VTZP basis
set for U and C atoms, the VDZP basis set for N and B atoms
and the VDZ basis set for H atoms are employed. For complex
2, as nitrogen atoms are coordinating to U, the VTZP basis set
for N and the VDZP basis set for C atoms are used while main-
taining the same basis set for other atoms as in complex 1. In

Fig. 1 (a) A schematic diagram of complexes (a) 1 and (b) 2. Hydrogens
are omitted for clarity.

Fig. 2 (a) NBO representation of uranium–carbon bonds in complex 1.
The isodensity surface shown corresponds to a value of 0.010 e− per
bohr3. (b) Second order perturbation theory donor–acceptor interaction
along with their stabilization energy (kcal mol−1) for donor σB–H to
acceptor p–d hybrid orbital of UIII ions in complex 1 based on alpha spin
orbitals. The isodensity surface shown corresponds to a value of 0.062
e− per bohr3.
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the case of the model complex derived from 1, the VTZP basis
set was employed for U, C, N and S while VDZP and VDZ basis
sets were employed for boron and hydrogen atoms, respect-
ively. The relativistic effects were incorporated using Douglas–
Kroll–Hess (DKH) Hamiltonian.15 To reduce the size of the
disk space, the Cholesky decomposition technique was
employed.16

The employed active space has been divided into three
categories, and this is summarised in Table 1. Methodology-I
or MD-I consists of three electrons in seven 5f orbitals, i.e. CAS
(3,7) while MD-Ia additionally includes three occupied 6p
orbitals of uranium in RAS1 and three empty 6d orbitals in
RAS3 space leading to RASSCF(9,13) notation. MD-II to VI were
coined by the sequential inclusion of 6d orbitals of uranium
along with 5f orbitals in the active space to account for 5f to
6d excitation (see Table 1).

MD-I and MD-Ia calculations were performed using 35
quartet and 112 doublet states. The quartet and doublet states
of MD-II to MD-VI were optimized using all possible configur-
ation state functions (CSFs). The 35 quartet and 112 doublet
states were mixed using the RASSI-SO method to get the spin–
orbit coupled states of uranium.17 Increasing the number of
roots in RASSI-SO was found to have no advantage, as the
results obtained for MD-II to MD-VI using increased number
of roots are invariant. We have also performed CASPT2 calcu-
lations with an IPEA shift of 0.25 on MD-I to gauge the role of
dynamic correlation. To reduce the computational cost of
CASPT2 calculations, here the number of quartet and doublet
states was restricted to 35 and 40 CSFs, respectively.18 Finally,
magnetic susceptibility, g factors of the lowest doublets, block-
ing barrier and relaxation pathways were computed using the
SINGLE_ANISO routine employing SO states obtained from the
RASSI-SO procedure.19–21

Quantum theory of atoms in molecules (QTAIM) analysis
was performed within the density functional theory framework
using the hybrid B3LYP functional with a combination of
effective core potential ECP60MWB22 on uranium with its
ECP60MWB_ANO basis set23 and Alrichs TZV basis sets for all
other atoms utilizing the Gaussian 09 suite.10,24–28 QTAIM cal-
culations were performed using the AIM2000 package.29

Furthermore, employing the same setup, Natural Bond Orbital
(NBO) analysis was performed using the Gaussian 09 suite.

Additionally, calculations have been performed to obtain
the superhyperfine splitting of uranium nuclear spin in
complex 2 using the B3LYP functional in the ORCA 4.0.1 pro-
gramme package.30 To reduce the computational cost,
RIJCOSX approximation was used. The SARC-def2-TZVPP basis
set was used for the uranium centre, the EPR-II basis set was
used for nitrogen centres and the def2-TZVP basis set was
used for all other atoms to calculate the hyperfine coupling
constant. We have additionally performed ab initio ligand field
calculations to obtain the orbital energy diagram of 5f and 6d
orbitals using the ORCA 4.0.1 programme package.

3. Results and discussion

The X-ray structure of complexes 1 and 2 has idealised C3h

symmetry and possesses tricapped trigonal prismatic coordi-
nation geometry. The Continuous Shape Measures calculations
(CShM) performed using SHAPE 2.1 software reveal that the
deviation from the trigonal prismatic geometry is larger for 1
compared to 2 (see Tables S1 and S2†).31 Additionally, com-
plexes are found to have U⋯H–BH agostic interactions. The
average U–C distance is found to be 2.662 Å while the U–N dis-
tance is found to be 2.588 Å. Consistently all the U–C bond dis-
tances are 0.1 Å longer. Additionally, the ligand bite angles are
smaller by ∼3° for complex 1 compared to complex 2. Here we
set out to first explore the bonding in these two complexes
using NBO and QTAIM analyses and explored the magnetic
properties in the subsequent sections.

3.1. Probing the U-ligand bonding in complexes 1 and 2

To understand the intricate bonding details of complexes 1
and 2, we have undertaken a detailed NBO and AIM analysis.
Particularly the nature of the U–C bonding orbital and B–H⋯U
agostic interactions are essential as these offer a clue on how
such interactions can be utilised to control the magnetic an-
isotropy. The NBO analysis of U–C and U–N bonds implies
that it is mainly formed by the s/p/dz2 hybrid orbital of
uranium (Fig. 2a, 3a and Tables S3 and S4†). The U–C bond is
found to have ∼81% donation from C and ∼18% donation
from U, while the U–N bond in complex 2 is found to have
∼90% contribution from N and ∼10% from U, reflecting a fact
that U-ligand bonds are ionic in character in both complexes;
however the U–C bonds in 1 have greater covalency than U–N
in 2. Therefore, the 6dz2 orbital is playing an essential role in
controlling magnetic anisotropy and reveals that this orbital
might need to be considered for inclusion in the active space.
Utilising the NBO donor–acceptor interaction derived from
second-order perturbation theory, calculations reveal that
larger stabilisation occurs from the methylimidazolyl
borate ligand compared to the methylpyrazolyl borate ligand
(Fig. 2b and 3b). This is due to the larger bite angle and the
smaller U⋯H and U⋯B distance in 2 compared to 1, which
signifies the stronger agostic interactions in 2 compared to 1.8

To further elucidate the nature of bonding and agostic
interactions in 1 and 2, we have performed topological analysis

Table 1 Summary of various active spaces employed in this work

Methodology
(MD) Orbitals employed Notation

MD-I Seven 5f CAS(3,7)
MD-Iaa Seven 5f + three 6p + three 6d RASSCF(9,13)
MD-II Seven 5f + 6dz2 CAS(3,8)
MD-III Seven 5f + 6dz2, 6dx2−y2 CAS(3,9)
MD-IV Seven 5f + 6dz2, 6dx2−y2, 6dxy CAS(3,10)
MD-V Seven 5f + 6dz2, 6dx2−y2, 6dxy, 6dyz CAS(3,11)
MD-VI Seven 5f + 6dz2, 6dx2−y2, 6dxy, 6dyz, 6dxz CAS(3,12)

aHere 6p and 6d orbitals are included in RAS1 and RAS3 spaces,
respectively.
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based on AIM (see Computational details for more expla-
nation). The bonded and the non-bonded interactions present
in the complexes 1 and 2 are confirmed with the presence of
bond-critical points (BCPs). The big circles in the molecular
graph indicate the atom positions. The critical points such as
(3, −1), (3, +1) and (3, +3) correspond to bond (red), ring
(yellow) and cage(green) critical points, respectively (Fig. S1†).
The uranium centre has six bonds with each ligand via C/N
atoms and it has two different bond paths which include six
U⋯C(N) type and three U⋯H–B type interactions (see Fig. S1
in the ESI†). At the BCP between U and C/N atoms, the elec-
tron density ρ(r) is found to be small (0.0469 a.u. < ρ(r) <
0.0405 a.u.) and ∇2

ρðrÞ values are small and positive
(0.0263 a.u. < ∇2

ρðrÞ < 0.0385 a.u.) (Table 2). This indicates a
“closed” shell character of coordination bonds.

The |V(r)|/G(r) ratio of the topological properties at U–C/N
BCPs indicates a mixed character of coordination bonds with
respect to the |V(r)|/G(r) values (1.0595–1.1954 au) (Table 2).
The small negative values of the total energy density H(r) also
support these findings. The electron density ρ(r) values of
complex 1 are higher than those of complex 2, suggesting a
stronger interaction present in 1. The valence shell charge con-
centration (VSCC) zone of the carbenic carbon atom is more
diffused (see Fig. 4a and c) towards the uranium (complex 1)
than the pyrazole nitrogen atom (complex 2). This indicates
that there is a substantial charge transfer from the carbenic
carbon atoms to the uranium. The ρ(r) values at the U⋯H–B

BCPs show 0.0146–0.0196 a.u., indicating very weak interaction
between the uranium and H–B units (Table 3). This smaller
ρ(r) and positive ∇2

ρðrÞ value at the BCPs (U⋯H–BH) shows
closed-shell interactions of agostic type. The positive total
energy density H(r) also suggests a very weak interaction. In
addition, the |V(r)|/G(r) values at the U⋯H–BH BCPs yield a
value less than 1 a.u. (0.8739–0.9262 a.u.) indicating ionic
U⋯H–B interactions. It is interesting to note that bond paths
between the uranium and H–B are characterized as the agostic

Fig. 3 (a) NBO orbitals of uranium–nitrogen bonds in complex 2. The
isodensity surface shown corresponds to a value of 0.010 e− per bohr3.
(b) Second order perturbation theory charge-transfer stabilization
energy (kcal mol−1) from donor σB–H to acceptor p–d hybrid orbital of
UIII ions in complex 2 based on alpha spin orbitals. The isodensity
surface shown corresponds to a value of 0.062 e− per bohr3.

Table 2 Topological parameters at BCPs in the U–C(N) bonds. ρ(r) in
units of e Å−3, G(r), V(r), and H(r) in units of a.u

Complex ρ(r) ∇2
ρðrÞ H(r) ε |V(r)|/G(r)

U–C1(N1) bonds
1 0.0505 0.0263 −0.0075 0.281 1.2196
2 0.0469 0.0385 −0.0020 0.330 1.0494

U–C3(N3) bonds
1 0.0504 0.0263 −0.0074 0.274 1.3089
2 0.0468 0.0381 −0.0019 0.314 1.0475

U–C5(N5) bonds
1 0.0505 0.0267 −0.0074 0.288 1.2170
2 0.0469 0.0381 −0.0019 0.304 1.0474

U–C2(N2) bonds
1 0.0498 0.0280 −0.0068 0.278 1.1954
2 0.0480 0.0379 −0.0024 0.331 1.0595

U–C4(N4) bonds
1 0.0497 0.0281 −0.0067 0.265 1.1954
2 0.0480 0.0375 −0.0024 0.313 1.0602

U–C6(N6) bonds
1 0.0498 0.0287 −0.0067 0.285 1.1887
2 0.0481 0.0376 −0.0024 0.309 1.0625

Fig. 4 Contour line diagram of the Laplacian of electron density (a)
complex 1 along the U–C plane, (b) complex 1 along the U⋯H–BH
plane, (c) complex 2 along the U–N plane and (d) complex 2 along the
U⋯H–BH plane. Solid green lines indicate charge depletion [∇2

ρðrÞ > 0]
and solid red lines indicate charge concentration [∇2

ρðrÞ < 0].
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type which is confirmed by the straight bond paths at the
uranium centre and highly curved at the agostic hydrogen (see
Fig. S1†). The higher ellipticity (ε) values at the U⋯H–B BCPs
also confirm the presence of U⋯H–B agostic interactions. The
distance between the BCPs and agostic hydrogen atoms is too
small, whereas the distance between the BCPs and uranium is
larger. All these findings agree well with the earlier32–34

reports. The Laplacian of electron density drawn along the
U⋯H–BH plane clearly shows the presence of agostic inter-
actions (Fig. 4b and d).

To gain insight into metal–ligand bonding, we have ana-
lysed the Mulliken charges and spin densities from the DFT
calculations. In both the complexes, positive spin density is
found on the uranium, and a small negative spin density is
found at the ligand centres attached to uranium (Fig. 5). It sig-
nifies a mixture of spin polarisation and spin delocalisation
although spin polarisation is dominant. Mulliken charge ana-
lysis reveals that strong crystal field is originating from the
methyl imidazolyl borate ligand as the sizeable negative
charge is found on the nitrogen atoms attached to the metal in
2 compared to the negative charges found on the carbon
atoms attached to the uranium in 1 (see Table S5†). This
suggests that the U-ligand bonds in complex 1 are more
covalent compared to U-ligand bonds in complex 2.

3.2 Mechanism of magnetization relaxation in 1 and 2

The energies of all the quartet and doublet states computed
using MD-I are shown in Fig. S2 in the ESI.† The energies of

the Kramers doublets (KDs) generated from the 4I9/2 spin–orbit
coupled state span up to 448 and 541 cm−1 for 1 and 2,
respectively (see Tables S6 and S7 in the ESI†). Due to the
difference in the nature of the donor atoms and the
accompanied structural differences, complex 2 has larger
energy splitting compared to complex 1.8 The computed gz axis
of both complexes is oriented along the C3 axis (see Fig. 6), in
line with the expectation.

We would like to describe general mechanistic pathways of
magnetisation relaxation expected for lanthanide/actinide
complexes. In the absence of intermolecular interactions,

Table 3 Topological parameters at BCPs in the U⋯H–BH bonds. ρ(r) in
units of e Å−3, G(r), V(r), and H(r) in units of a.u

Complexes ρ(r) ∇2
ρðrÞ H(r) ε |V(r)|/G(r)|

U⋯H1–BH
1 0.0196 0.0159 0.0011 0.9516 0.9262
2 0.0146 0.0125 0.0014 0.6754 0.8829

U⋯H2–BH
1 0.0196 0.0159 0.0011 0.9486 0.9257
2 0.0146 0.0125 0.0014 0.6753 0.8739

U⋯H3–BH
1 0.0197 0.0160 0.0011 0.9485 0.9262
2 0.0147 0.0125 0.0014 0.6705 0.8750

Fig. 5 DFT computed spin density plot of complexes (a) 1 and (b) 2.
The red and dark blue surfaces correspond to the positive and negative
spin densities respectively. The isodensity surface shown corresponds to
a value of 0.002 e− per bohr3.

Fig. 6 Structure of complexes (a) 1 and (b) 2 along with the computed gz
axis. Colour code: U – cyan, N – blue, C – grey, B – pink and H – white.

Fig. 7 Energy level diagrams of (a) 5f and (b) 6d orbitals in 1. Colour
code: U – cyan, N – blue, C – grey, B – pink. H-Atoms are removed for
clarity.
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relaxation is likely to occur via direct, Raman, Orbach and
Quantum Tunnelling of Magnetisation (QTM) processes.7 A
large transverse anisotropy generally facilitates QTM in the
ground state Kramers doublet. While this offers a primary path
for QTM, other effects such as hyperfine splitting of U and coor-
dinating atoms could further facilitate this process.4 This is a
pure tunnelling regime and is expected to be a temperature inde-
pendent phenomenon. Also, the relaxation process includes mag-
netisation tunnelling via excited state(s) called thermally assisted
QTM (TA-QTM) process and this is a temperature dependent
phenomenon.4 In the case of the direct process, the relaxation
occurs via the emission of single phonon energy which matches
with the difference in energy between the electronic states. The
non-coincidence of the anisotropy axes of the excited KDs with
the ground KD forces it to relax leading to the Raman/Orbach
process.35 Furthermore, the Raman process is of two types: first
and second-order Raman processes. In the first-order Raman
process, the energy released by the relaxation of spin by a mole-
cule is absorbed by the superposition of two lattice waves whose
frequency differences match those of the released energy.3,36 This
a two-phonon process involving a lattice state commonly called a
virtual intermediate state. In the second order Raman process,
not only the two lattice phonons but also the molecule goes
through the virtual intermediate state to relax to the ground
state.7 If one magnetic system absorbs one phonon which excites

it to a higher energy state and then it relaxes via emission of
phonons by interacting with the lattice this is called Orbach
process, and this process is observed in many lanthanide SIMs.36

The computed g-anisotropy of the ground state Kramers
doublet (KD1) of both complexes reveals an axial set of
g-factors with strong transverse terms. While the calculated g
factors and magnetic susceptibility (see Fig. 8 and Table 4) are
in agreement with the experimental estimates for 2, the values
are overestimated for 1. The relaxation mechanism of both
complexes is similar except for the larger KD2–KD1 gap (here
KD2 denoted the first excited Kramers doublet) for 2 compared
to 1 (Fig. 9). The KD1 is dominated by the mJ = |±7/2〉 state
generated from the 4I9/2 multiplet and this state mixes strongly
with other mJ states giving rise to a substantial QTM prob-

Fig. 8 (a) Computed magnetic susceptibility data of complex 1 with
different methodologies employed, see Table 1. (b) Computed magnetic
susceptibility in comparison with the experiment of complex 2 using the
CAS(3,7) setup.

Table 4 Ab initio computed g factors of complexes 1 and 2 using MD-I

gx gy gz

1 Computed 2.58 2.53 2.00
Experiment 2.57 2.57 1.03

2 Computed 2.63 2.61 1.97
Experiment 2.62 2.62 1.76

Fig. 9 (a) Qualitative mechanism of magnetic relaxation pathways com-
puted for complex 1 and (b) 2. The black line indicates the KDs as a func-
tion of magnetic moments. The red line represents QTM via ground
states and TA-OTM via excited states. The dashed sky blue line indicates
a possible Orbach process. The olive line indicates possible pathways of
magnetic relaxation. The blue characters show the mJ composition of
the KDs derived from the 4I9/2 ground state.
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ability (0.85µB) (Fig. 9). The computed anisotropy of the
first excited Kramers doublet (KD2) is approaching a pure mJ =
|±9/2〉 state with a small mixing of other states leading to a
diminished TA-QTM probability. It is worth noting that the
QTM, TA-QTM probabilities and the coefficients of Orbach
process remain similar for both the complexes (Fig. 9). While
these results are in agreement with the absence of SIM behav-
iour observed in experiments for complex 2, they are in con-
trast to the experimental observation of out-of-phase ac signals
with an applied magnetic field for complex 1. Clearly, the
smaller reference space (MD-I) used has not captured all the
metal–ligand covalency and therefore demands an expansion
of reference space to correlate the mechanism with experi-
mental observations. The computed blocking barrier of
uranium-based complexes obtained from ab initio calculations
is often overestimated compared to experimental Ueff

values.9,37 While there are various reasons for this discrepancy,
it is important to note here that the blocking temperature com-
puted for uranium SIMs considers Orbach as the dominant
relaxation mechanism, while in reality magnetisation relaxes
via the Raman/other process leading to a smaller barrier
height than that computed.9,38

While the computed QTM reflects only about the anisotropy
of the U(III) centre, additional flexibility such as hyperfine (not
applicable here for U(III) with natural isotopes) and super-
hyperfine splitting may further facilitate the QTM. In this
respect, complex 2 with six nitrogen atoms coordinated to the
uranium centre has a nuclear spin of I = 1 and is therefore
expected to enhance the QTM compared to complex 1 where
coordinated carbon atoms have no nuclear spins (for the
abundant isotopes). The extent of the QTMs is correlated with
the strength of hyperfine splitting and to gain further under-
standing of these issues, we have computed the super-hyper-
fine splitting of 14N atoms in complex 2 using ORCA. The com-
puted super-hyperfine values are shown in Table 5. The values
are found to be small suggesting a very little delocalisation of
spin densities on the nitrogen atom (see Table 5 and Fig. 2).
However, the splitting is sufficient to facilitate further QTM
even in the presence of applied field conditions. This suggests
that the QTM in complex 2 is expected to be larger than that in
1 and rationalise the absence and presence of SIM behaviour
in these complexes, respectively.

Further expansion of the reference space was undertaken
using the MD-Ia setup (see MD-Ia in computational details

and Fig. S3 in the ESI† for orbital pictures). The three 6p and
three 6d orbitals are found to be localised on the uranium
centre with a minimal mixing with ligand MOs (Fig. S3;† the
occupation of bonding orbitals becomes 1.98 and their corres-
ponding unoccupied orbitals are 0.01). Inclusion of these six
orbitals leads to enhancement of the crystal field splitting of
all levels; in particular the energy gap between the KD1 and
KD2 was increased (Table S8†). However, no improvements in
other quantifiable properties such as g factors of the KD1,
magnetic susceptibility data, etc. were observed. It suggests
that this choice of reference space expansion is perhaps not
ideal, as it does not capture greater metal–ligand covalency
better than the earlier setup.

We have performed CASPT2 calculations on 1 where the
dynamic correlation was taken into account using second-
order perturbation theory. The CASPT2 results are summarized
in Table 6 and Table S9 in the ESI.† The computed suscepti-
bility data from CASPT2 are more inferior compared to the
CASSCF results (Fig. 8), while this could be attributed to
insufficient reference space/roots, this is a general trend in
actinide chemistry as has also been noticed by other
groups.7,9,37,39–43 The CASPT2 calculations also reduce the
QTM to 0.02µB which suggests that complex 1 can behave as a
zero-field SIM. However, the blocking barrier estimated is
141 cm−1, and this is significantly larger when compared to
the experimental value of 33 cm−1 (Fig. S4 in the ESI†). Thus
our calculations also reiterate the fact that the CASSCF calcu-
lations with extended reference space are perhaps sufficient
for the actinides.

To gain a more in-depth insight into the relaxation mecha-
nism, we have analysed the computed crystal field parameters
(we have used isoelectronic Nd(III) for computing crystal
field parameters) which are expressed by crystal field

Hamiltonian ĤCF ¼ P Pq

k¼�q
Bq
kÕ

q
k as implemented in

SINGLE_ANISO where Bq
k is the crystal field parameter and Õq

k

is the Steven’s operator.12 The axiality of the complex increases
the axial crystal field parameters and reduces the non-axial
crystal field parameter. The computed axial field parameter
(k = 0, q = 2) is larger than non-axial crystal field parameters
(k = 0, q ≠ 2) which supports the SIM behavior of complex 1
(see Table S10 in the ESI†).

Roles of formally empty 5d orbitals in dictating the sign
and magnitude of magnetic coupling in 4f–4f and 3d–4f pairs
are well addressed earlier by us and others.44–48 Although the

Table 6 Computed energy of the KDs (cm−1) using different active
space employed along with CASPT2 results for complex 1

Complex 1 MD-I MD-Ia CASPT2

KD1 0.00 0.00 0.00
KD2 102.7 220.1 141.9
KD3 318.5 306.6 295.3
KD4 409.9 548.9 339.9
KD5 448.1 708.7 499.3

Table 5 Computed super-hyperfine coupling constants of nitrogen
atoms coordinated to U in 2. All the values are given in cm−1 (see Fig. 2
for atom labels)

Ax Ay Az A(iso)

N1 −3.45 × 10−5 −5.82 × 10−5 −6.01 × 10−5 −5.10 × 10−5

N2 −9.11 × 10−6 −3.78 × 10−5 −4.29 × 10−5 −2.99 × 10−5

N3 2.97 × 10−5 3.48 × 10−5 7.77 × 10−5 4.74 × 10−5

N4 −6.46 × 10−5 −8.23 × 10−5 −8.61 × 10−5 −7.77 × 10−5

N5 −5.58 × 10−5 −7.51 × 10−5 −7.79 × 10−5 −6.96 × 10−5

N6 −4.90 × 10−6 −8.31 × 10−6 2.91 × 10−5 5.34 × 10−6
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magnetic anisotropy of lanthanides is strongly influenced by
the incorporation of 5d orbitals into the active space, the scen-
ario in actinides is very different.49 To elucidate more in-depth
insight into the role of the 6d orbital in the active space and
why these orbitals influence the magnetic anisotropy strongly,
we have analysed the nature of these 6d orbitals. The ligand
bite angle of 1 is shorter by 3° than 2 which increases the
U⋯H–BH distance in 1.8 The role of weak Ln⋯OH2 inter-
actions in influencing the magnetic anisotropy is well
established.50,51 Earlier by studying in detail the bonding in
lanthanide analogues of complexes 1 and 2, we have estab-
lished the importance of M⋯H agostic interactions in control-
ling the magnetic anisotropy.32 Due to the greater availability
of 5f orbitals compared to 4f, the agostic interactions are
expected to be stronger in the actinides. Interestingly, a closer
look at the 6d orbitals that are included in the reference space
reveals that these orbitals have small but non-negligible B–H
bond contributions and hence help depict agostic interactions
in the multiconfigurational methods (Fig. 2 and 3). Formally
agostic interaction represents donation of C–H bond electrons
into the coordinatively unsaturated orbitals of transition
metals. Here the donations are expected for the frontier 6d
orbitals of the metals and hence this important bonding
feature is partly captured in our calculations. Additionally,
since 6d and 5f orbitals of U(III) lie very close in energy, the
inclusion of 6d orbitals offers further flexibility.

3.3. Assessing the role of 6d orbitals of U in reproducing the
susceptibility data

In this section, the active space has been extended to include
6d orbitals to assess their role in influencing the magnetic pro-
perties of these two complexes. To begin with, we have
included the 6dz2 orbital (MD-II) in the active space. The 6dz2
orbital was found to be the lowest lying in energy among all
the 6d orbitals (Fig. 7). The energy gap between the KD1 and
KD2 as well as the overall crystal field splitting of the 4I9/2 state
is found to be smaller with the MD-II setup (Table 7). The
computed magnetic susceptibility data match very well with
experimental data – a rare example in U(III) chemistry (Fig. 10).

The gx, gy, and gz values also match well with the experi-
mental ones (Table 7). Calculations reveal that the magnetic
ground state consists of mJ = |±5/2〉 and |±7/2〉 states which are
in line with the experiments (Table S11†). Therefore, the
addition of the 6dz2 orbital has improved the computed results
demonstrating the need to include this orbital in the reference
space. The addition of the 6dz2 orbital in complex 2 improves
the computed magnetic susceptibility and g-factors compared
to experiments (Table S12 and Fig. S5 in the ESI†). Very
recently a trigonal prismatic U(III) complex has been reported
where a pivotal role of 6dz2 in dictating the bonding has been
highlighted. As the geometries of complexes 1 and 2 are also
trigonal prismatic where the energy of the 6dz2 orbital is
expected to be lower compared to the other 6d orbitals (see
Fig. 3), the inclusion of this orbital is vital in reproducing all
the experimental observables in complexes 1 and 2. T
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In the next step, we have included another 6d orbital
(MD-III) and repeated the calculations. Using this setup, the
computed magnetic susceptibility is found to match well with
experiments; however, the computed gx and gy values are
underestimated and the gz value is overestimated compared to
the experimental results. The overall energy splitting of the
KDs increases to 80 cm−1 compared to that of the MD-II
(Table 7). The QTM probability computed at the ground state
becomes larger and this is essentially due to the enhancement
of the transverse anisotropy upon addition of one more 6d
orbital into the reference space. The energy gap KD1–KD2 is
90 cm−1 and this is three times higher than the estimated
experimental Ueff value (33 cm−1). The ground KD is mainly
composed of mJ = |±7/2〉 along with a minor contribution from
other states (Table S11†).

In the MD-IV set up, the energy gap between KD1 and
KD2 has been reduced to 36 cm−1 and this is accompanied by a
small transverse anisotropy in the KD1 (Table 7). However, the
magnetic susceptibility and g factors computed using this set
up do not match with experimental values (Fig. 10 and Table 7).

In the MD-V set up, the KD1–KD2 energy gap decreases to
21 cm−1, which is very close to the experimental value;
however the overall crystal field splitting of the 4I9/2 state
increases (Table 7). The computed gx and gy values are under-
estimated and the gz value is overestimated compared to
experimental values. The ground state QTM probability
decreases and this signifies that complex 1 has the potential to
behave like a zero-field SIM. The ground state wave function
has a significant contribution from the mJ = |±9/2〉 state
(Table S11†). Therefore, adding this extra 6d orbital which lies
very high in energy in the reference space leads to no signifi-
cant improvement in the magnetic properties.

In the end, we have expanded the reference space to CAS
(3,12) (MD-VI). The inclusion of all the 6d orbitals in the active
space decreases the overall energy splitting of the KDs as well
as the KD1–KD2 energy gap (Table 7). The QTM also
diminishes, and the computed magnetic susceptibility shows
a significant deviation in the lower temperature region com-

pared to the experiments. The ground state gx and gy values are
underestimated, and the gz value is overestimated. The
KD1 mainly consists of the mJ = |±9/2〉 state, and this is purely
Ising in nature, and this is also in contrast to the EPR data
obtained from the experiments (Table S11†).

Significant donor–acceptor interactions found in the NBO
second-order perturbation theory analysis reveal that dz2, dx2−y2
and px/y orbitals of uranium interact strongly with –BH2

protons to stabilise the complex (Fig. 2b and 3b). We have
shown (see Fig. 7) the energy splitting diagram of 6d orbitals
in the trigonal prismatic environment. The inclusion of the
6dz2 orbital in the active space leads to additional flexibility
and internal electron transfer from 5f to 6d orbitals. Another
study by Zhu et al. also ascertains this finding in
which authors have claimed that uranium(III) ions in a trigonal
prismatic environment achieve a 5f26d1 configuration. In this
configuration, the valence MOs are found to have substantial
contributions from the 6dz2 orbital than other 6d orbitals.52

Additionally, the incorporation of the 6dz2 orbital via the
CAS(3,8) active space partially takes into account the agostic
interactions which decrease the energy splitting of the
KDs and improves the agreement with experiments on the
quantifiable parameters such as magnetic susceptibility and
g factors.

The computed magnetic susceptibility using the MD-III set
up is also found to offer good agreement with various experi-
mental quantities including an excellent match to the experi-
mental susceptibility data. As the 6dx2−y2 orbital is strongly
destabilised compared to the 6dz2 orbital, its inclusion seems
to enhance the gz value leading to a significant overestimation
of the g-factors. The addition of higher energy 6dxy, 6dxz and
6dyz orbitals which are π* in character leads to a stronger
donation from the π cloud of the ligands and hence overesti-
mates the KD splittings. To balance these effects, one has to
include the corresponding ligand bonding π orbitals but this
would increase the CAS reference space significantly as there
are multiple close lying ligand π orbitals.

3.4. Increasing the Ueff value by in silico design

As stated earlier, the primary motive in the area of SIMs is to
increase the barrier height for magnetisation reversal. Larger
Ueff values may offer attractive blocking temperatures desired
for the potential applications proposed. Studies on complexes
1 and 2 reveal that significant U-ligand interaction is the key to
increase the barrier height. Keeping this in mind, here we
attempt to model in silico, a new ligand containing sulphur
donors which could possibly enhance the U-ligand covalency
and hence Ueff values. Thus here, we have modelled a ligand
where the carbon donor atoms are replaced by sulphur atoms
in complex 1. The molecular structure along with the com-
puted gz anisotropy of this model is shown in Fig. 11. The U–S
and N–S bond lengths have been fixed from the literature
values for similar structures.53–56 Calculations performed
using the MD-I setup reveal that the gz value is 0.352 for the
KD1 and this is very small compared to the same in complexes
1 and 2. The axiality of the complex is found to be larger than

Fig. 10 Comparison of magnetic susceptibility computed using various
methodologies for complex 1 (see Table 1 for further details).
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that of 1 and 2, and the anisotropy axis is found to be oriented
along the C3 axis. Since the MD-II reproduces the experimental
observables for 1, this methodology has been applied to
this model complex (see Table S13 in the ESI†). The energy
splitting of the KDs is found to increase with this
methodology.

The ground state QTM diminishes compared to that for
other two complexes, and the energy splitting of the KDs is
found to reach a value of 1376 cm−1 signifying the importance
of U–S bonds in enhancing the overall crystal field splitting
compared to complexes 1 and 2 (Table 8). The nature of the
magnetic relaxation pathways, however, remains similar to
complexes 1 and 2 with TA-QTM probability of the first excited
state found to be smaller than the QTM.

3.5. Magneto-structural correlations

To get a better understanding of the dependence of magnetic
anisotropy with the metal–ligand distance (r) and ligand bite
angle (θ), we have performed magneto-structural correlations
on complex 1 by varying r from 2.56 Å to 2.86 Å and θ from 63°
to 83°. We have used the MD-II set up as it reproduces the
experimental observables. The correlation denotes that (Fig. 11
and Tables S13–S22†) the ligand bite angle is playing an essen-
tial role in dictating the magnetic anisotropy of the uranium
centre rather than the U–C bond distance. The energy splitting
of the ground and first excited KDs increases with increasing r,
but the overall energy splitting of the KDs remains almost
constant (Fig. 12a). A close look at Tables S14–S18† reveals that
the transverse component of anisotropy increases with
increasing r, although the variation is found to be very small.
The decrease in transverse anisotropy can be rationalized in
terms of computed CASSCF charge (Loprop charge as
implemented in MOLCAS) analysis which reveals that the
charges of uranium decrease with increasing r value (Fig. 13).

The magnetic anisotropy of the uranium centre is strongly
correlated with the C–U–C angle. The variation of θ from the
original angle of 73° increases the overall energy splitting of
the KDs (Fig. 12b) and decreases the transverse component of
anisotropy (Tables S19–S23 in the ESI†). But the energy differ-
ence between the ground and first excited KDs increases with
increasing θ. The gz ≫ gx/gy with increasing θ implies enhance-
ment of axiality with an increase in the ligand bite angle. The

Fig. 11 Anisotropy axis of the model complex (up). Mechanism of relax-
ation pathways (down). The black line indicates the KDs as a function of
magnetic moments. The red line represents QTM via ground states and
TA-OTM via excited states. The dashed line indicates a possible Orbach
process. The olive line indicates possible pathways of magnetic relax-
ation. Colour code: U – cyan, S – yellow, N – blue, C – grey, B – pink.

Table 8 Computed energy splitting along with g factors of the uranium
centre in model complex using MD-I

Energy (cm−1) gx gy gz

KD1 0.0 2.141 2.122 0.352
KD2 392.8 0.002 0.017 2.236
KD3 1176.4 2.691 2.667 0.582
KD4 1271.5 0.034 0.047 2.597
KD5 1376.3 2.412 2.358 0.923

Fig. 12 (a) Energy splitting of the KDs with varying U–C distance. (b)
Energy splitting of the KDs with the ligand bite angle (C–U–C).
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axiality also increases with decreasing θ, but the enhancement
is comparatively small with the former. A CShM analysis of the
geometry reveals that the deviation from ideal trigonal prism
geometry (C3h) becomes lower with increasing θ value
(Table S24 in the ESI†). This correlates well with the findings
that the axiality of the molecule increases with large θ values.
The increases in the energy splitting can also be rationalised
using Loprop charge on the uranium centre where larger θ

yields larger charges (Fig. 13b).

4. Conclusions

Strong dependency of magnetic anisotropy on the U(III) centre
by the nature of the coordinating atom of the ligand (carbon
vs. nitrogen) is studied using ab initio calculations employing
well-characterised systems [U(BcMe)3] and [U(BpMe)3]. Here
[U(BcMe)3] is axially compact compared to [U(BpMe)3] and this
is favourable for oblate uranium(III) ions from an electrostatic
point of view. Our calculations show that if a reference of CAS
(3,7) is employed where only the 5f electrons in the 5f orbital
is considered, both molecules yield very similar magnetic pro-
perties exhibiting large QTM and transverse anisotropy in the
ground state. However, this is not in agreement with the
experimental results where the magnetic properties of
[U(BcMe)3] are superior compared to those of [U(BpMe)3]. The

additional QTM probability in [U(BpMe)3] due to the coordinat-
ing nitrogen atom suggests that the hyperfine values are reason-
ably large and could offer a reason for worsening SMM charac-
teristics in [U(BpMe)3]. However, the field induced SIM behav-
iour in [U(BcMe)3] is puzzling and could not be reproduced
using this minimal CAS reference space. This is an indispens-
able point as in lanthanides minimal CAS reference space of
incorporating 4f electrons in 4f orbitals reproduces most of the
quantifiable experimental observables. Our study suggests that
the same cannot be extended for actinide chemistry.

Particularly inclusion of formally empty 6dz2 orbitals of
uranium found to influence the magnetic properties significantly
with the computed results using this set up reproduces all the
experimental data (susceptibility, g-factors, ground state mJ level
and energy gap between the ground and first excited states). A
closer inspection of this orbital reveals a significant contribution
of this orbital to the agostic interaction with the –BH2 group of
the ligand, explaining the importance of agostic interactions in
controlling the magnetic anisotropy of the U magnets. In trigonal
prismatic geometry, the 6dz2 orbital is close lying in energy to the
5f orbitals, and therefore its inclusion in the active space is
mandatory to reproduce the experimental observables.

The CASPT2 calculations do not improve magnetic suscepti-
bility and the blocking barrier compared to CASSCF calcu-
lations. The magneto-structural correlations reveal that the
larger bite angle reduces the QTM and enhances the SIM charac-
teristics. The metal–ligand covalency has been enhanced by
in silico design of a model complex where carbon donor atoms
of [U(BcMe)3] have been replaced by sulphur. This model is
found to have superior SIM characteristics compared to its other
congeners. The QTAIM analysis clearly explains the nature of
coordination and the reason for the anisotropy direction. Quite
interestingly, the highly curved bond paths at the H–BH2, higher
ellipticity (ε), smaller ρ(r) and positive ∇2

ρðrÞ values confirm the
presence of agostic interactions between the uranium and
H–BH2 offering experimental chemists an additional way to fine
tune the magnetic anisotropy in uranium SIMs.
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