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The imidoiron(IV) species are relatively less explored compared to the oxoiron(IV) intermediates. Recently,
generation and characterization of a novel imido/oxoiron(IV) species ([(N4Py)Fe

IVvX]2+ X = NTs; 1, O;
2) has been reported with an S = 1 ground state. Although the ground state for 1 and 2 are the same, they
are reported to be distinctly different in other aspects. Unlike the oxoiron(IV) species, the Fe(IV) and
nitrene combination in 1 lead to eight different spin states. Bearing in mind the complexity arising here,
we have undertaken a detailed DFT study on this transient intermediate and probed its electronic structure
and bonding in comparison to the oxoiron(IV) unit. Our Molecular Orbital, Energy Decomposition
Analysis, and Natural Bond Orbital analysis indicates a weaker σ and non-degenerate π* orbitals for 1 in
comparison to a stronger σ and degenerate π* orbitals for 2. The implication of these intricate bonding
differences in reactivity is discussed along with the computation of absorption and other spectral
parameters. Our results broadly support the proposed S = 1 ground state for 1 and provides some useful
insight into its electronic structure.

Introduction

Heme and non-heme mononuclear iron enzymes offer selective
and effective oxidation of olefins and hydrocarbons which are
chemically a challenging process. Oxoiron(IV) species were
represented as key reaction intermediates in the catalytic cycles
of these enzymes and its functional models.1–7 Mechanistic
aspects of these reactions are widely illustrated by two-state/
multi-state reactivity concept.3,8–23 High electron-donating capa-
bility of axial ligands increase the possibility of the participation
of the several low-lying excited spin states in the rate-determin-
ing step of the reaction.9–15 The electronic reasons behind the
spin-state dependent reactivity were rationalised using exchange-
enhanced reactivity (EER) concept and this has been success-
fully used to rationalise the reactivity pattern of several such
complexes.24–27 These intriguing concepts were illustrated in
detail in the oxo-transfer and C–H activation reactions involving
oxoiron(IV) species6,12,24,26,28–44 but very little is known for the
analogous imidoiron(IV) species. In a series of seminal non-heme
oxygenase biomimetic complexes mediated oxidation of aro-
matic compounds,1–3,9,17,21,34,40,45–51 Jensen et al.52 reported the
first non-heme tosylimidoiron(IV) complex which is capable
of aminating the aromatic compounds efficiently through the
nitrene transfer reaction. DFT studies on aliphatic C–H bond
amidation and aziridination reactions by P450 and model

complexes clearly shows that not only axial ligands to iron but
also the substituent on the nitrene nitrogen were found to play a
crucial role in deciding the reactivity.53 Subsequently, a signifi-
cant number of research groups have reported the synthetic and
catalytic applications of monomeric Fe(III)-imido complexes
with different types of ligands such as a bulky pyrazolyl/
bisphosphionoborate, triazacyclononane, β-diketiminato and
bisphosphine.54–58 These Fe(III)-imido complexes have exceed-
ingly good catalytic potential in the hydrogen atom transfer
reactions leading to the formation of the respective amido com-
plexes. Borovik et al.59 reported trigonal-bipyramidal Fe(III)
amido complexes with ureate/amidate tripodal ligands that inherit
a hydrogen bonding (H-bond) network around the Fe(III)–N unit.
Recently Holland and co-workers60 studied the mechanistic
aspects of hydrogen atom transfer (HAT) reactions of a four-
coordinated imido complex (LMeFevNAd(tBupy)) LMeFeNAd
(LMe = bulky β-diketiminate ligand, 2,4-bis(2,6-diisopropylphe-
nylimido)pentyl; Ad = 1-adamantyl; tBupy = tert-butylpyridine).

Klinker et al.61 studied the formation and relative oxidative
abilities of [(N4Py)Fe

IVvNTs]2+ (N4Py = N,N-bis(2-pyridyl-
methyl)-N-bis(2-pyridyl)methylamine) (1) and [(N4Py)Fe

IVvO]2+

(2)62 using experimental and spectroscopic methods. Some pre-
liminary theoretical study has also been undertaken to gain
insight into the bonding aspects of complex 1. A triplet state has
been proposed as the ground state for 1 based on applied-field
Mössbauer spectroscopy where the measured A⊥ hyperfine
tensor value is found to best fit the S = 1 state and this is lieu to
A⊥ reported for other high-valent iron(IV)-oxo complexes having
a triplet spin ground state.7,10 On the other hand, the possibility
of an S = 2 ground state is ruled out based on a severely under-
estimated A⊥ value obtained from the fit.

†Electronic supplementary information (ESI) available. See DOI:
10.1039/c2dt31071f
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In spite of high reactivity pattern observed for the high-valent
iron(IV) imido complexes, as of now, there is no comprehensive
study on the energetics of formation of imidoiron(IV) com-
plexes63 and their bonding aspects compared to the well charac-
terized oxoiron(IV) intermediates.64–67 The bare nitrenes are
characterized to possess two spin states on its own; singlet
having a pair of electron in its p-orbital and a triplet where
two electrons are unpaired.68,69 Electron paramagnetic
resonance studies have shown that triplet is the ground state for a
number of reported nitrene compounds.69 Additionally the esti-
mated gap between the triplet–singlet states in nitrenes is rela-
tively small (∼18 kJ mol−1 for phenylnitrene).69–71 Besides,
nitrenes upon coordination with a metal complex, evolve a
complex electronic/spin structure. For copper–nitrene complexes
a triplet and singlet state are computed using density functional
methods and these states are found to be nearly degenerate.72,73

For 1, a complex set of spin states are expected to emerge, con-
sidering the fact that the Fe(IV) unit can have S = 0, 1 and 2
states with nitrenes having S = 0 or 1 states. In the case of
species 2, only S = 0, 1 and 2 states due to the Fe(IV)vO moiety
is possible with the participation of a low-lying first excited
spin state in the reactivity in these species en route to the
concept of two-state reactivity.3,18,19,38 Thus it is apparent that
addressing the individual spin states are of prime importance in
understanding the spectroscopic data accumulated and also to
gain understanding on the mechanism of the catalytic reac-
tions.21,23,27,35,47,74 With this background, here we employ
density functional methods to: (i) compute the formation ener-
gies of 1 compared to 2 to ascertain the relative stability of for-
mation between these two species, (ii) undertake a limited
method assessment based on density functional methods to test
both hybrid and non-hybrid functionals on computing the spin-
state energetics of 1 (iii) investigate the structure and nature of
bonding in 1 and 2 using various theoretical tools such as MO
(molecular orbital), NBO (natural bond orbital)75 and EDA
(energy decomposition analysis),76–78 and (iv) compute the
absorption spectra and other spin-Hamiltonian parameters and
other spectral features to gain in-depth understanding on the
electronic structure of 1 to establish its oxidative ability com-
pared to species 2.

Formation energetics of 1 and 2

Energetics of formation of these transient species holds the key
to their observed reactivity pattern, although there are kinetic
requirements to the formation energetics, thermodynamic stabi-
lity/instability hinders/helps its reactivity with the substrates.
Thus, we have decided to compute the energetics of formation
for species 1 and 2 for comparison. Experimentally high-valent
iron(IV) imido/oxo complexes are generated by the reaction of
FeII(N4Py)(NCMe) complex with the nitrene/oxygen source
(mesityl-N-tosylimidoiodinane (MsINTs)/iodosylbenzene (PhIO)
according to eqn (1):

½FeIIðN4PyÞðNCMeÞ�2þ þ PhIX

! ½ðN4PyÞFeIVvX�2þ þ PhIþMeCN

ðX ¼ NTs 1;O; 2Þ
ð1Þ

Based on the experimental reports,72,73 the formation of
Fe(IV)–nitrene has been computed from its precursor complex.
The calculated free energy of formation of high-valent iron imido
complexes is thermodynamically favoured by −217.7 kJ mol−1.
To locate the kinetic barrier height that might be involved in the
N–I cleavage, a relaxed scan by varying the N–I distances were
performed and the results reveal no significant barrier height in
the N–I cleavage (see ESI† for a detailed discussion). The for-
mation of species 2 is thermodynamically less favourable
(−48.4 kJ mol−1) compared to 1 by 169.1 kJ mol−1 (see Fig. 1).
The formation energies of species 2 is found to be comparable
with the earlier reports on the formation energy of CpdI and PhI
from heme and PhIO (−76.3 kJ mol−1).63,67 A larger thermo-
dynamic drive and no significant kinetic barrier involved in
the formation of species 1 is consistent with the experimental
report of faster transfer of NTs group from PhINTs in 1 com-
pared to that of the oxo transfer from PhIO in 2 as reported
experimentally.52

Method assessment and spin-state energetics of
[(N4Py)Fe

IVvNTs]2+

Ground-state properties of 1 were calculated considering all the
possible spin states of iron and nitrene electrons. For 1, there are
eight different spin state arising due to the variation in the spin
state of FeIV from S = 0, 1 and 2 with nitrene having S = 0 and 1
combinations. Additionally, considering the possibility of ortho-
gonality between the two sets of orbitals bearing the unpaired
electrons, one can have spin-up and spin-down states with the
nitrenes and this resembles the spin states arising due to the spin
coupling. The expected spin states for 1 are schematized in
Scheme 1.

These states are represented by the following notation
M1(sFe,sN) where superscript ‘M’ denotes the total multiplicities
of the complexes and subscript ‘(sFe,sN)’ denotes the spin multi-
plicity on Fe and N atoms. Among eight different spin states,
there are three triplets (31(HS,T),

31(LS,T)
31(IS,S)), two quintets

(51(IS,T),
51(HS,S)), two singlets (11(IS,T),

11(LS,S)) and one heptet
state (71(HS,T)). In order to compute the relative energies of the
electronically different spin states of the high-valent FeIVvNTs
complex, we tested four different functionals BP86,79–81

Fig. 1 Potential energy landscape computed for the formation of
FeIVvO vs. FeIVvNTs species from the [FeII(N4Py)]

2+ precursor.
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B3LYP*,82,83 and B3LYP82,83 and M06-2X84 where the HF
exchange correlation is also found to differ by 0, 15, 20 and
54%, respectively. Our aim is to choose the best functional
which is capable of predicting the correct ground state for 1.
Table 1 lists the notable geometrical parameters, Mulliken spin
densities and relative energies of various spin states of 1 which
were obtained from the four different functionals listed above.

Among the four functionals tested, both B3LYP and B3LYP*
functionals predict a triplet spin ground state. However, the
B3LYP* predicts the 71(HS,T) state to be extremely high in
energy while its corresponding broken symmetry state (31(HS,T))
to be ca. 350 kJ mol−1 lower in energy. This situation is very
unlikely considering spin-coupling phenomenon which is gener-
ally weak in nature.73 Interestingly, the spin states 31(LS,T) and
31(IS,S) have the same energy at this level. Even though these two
states are electronically different (see Scheme 1 for the expected
electronic configuration), our B3LYP results suggests that these
two electronic states are degenerate and the likely reason for this
behaviour is a strong π interaction between the dxz and dyz orbi-
tals of Fe with px and py-type orbitals of the nitrene moiety. This
strong π interaction leads to a delocalization of unpaired spins

resulting in a near equal distribution of spin densities on both
Fe and N atoms for both the triplet states (see Scheme 1). The
spin density plot (Fig. 2) of both 31(LS,T) and 31(IS,S) states
clearly indicates that the two unpaired electrons are strongly
delocalized on the nitrene nitrogen and iron centres as well as
the oxygen atoms of the tosylate group.

The degree of spin distribution is found to vary among the
functional employed; with B3LYP and B3LYP* providing a
similar picture and BP86 and MO6-2X yielding diverse amount
of spin densities on Fe and N atoms. Due to this difference,
these states are predicted to be non-degenerate by BP86 and
MO6-2X functionals. Similarly at B3LYP level, the electronic
states 51(IS,T) and

51(HS,S) are found to be degenerate and these
states also yield similar spin densities distribution on Fe and N
atoms. With BP86 functional, the ground spin state is a triplet
state with a 31(LS,T) configuration. The spin state energetics
obtained from the M06-2X functional is very different from the
other functionals and this functional is found to provide a more
localized description, as a significant enhancement in the magni-
tude of spin densities on the Fe and N atoms are observed.85,86

The M06-2X functional predicts the 71(HS,T) state to be the
ground state and this is in contrast to the experimental results
and the results obtained from other functionals. Optimized struc-
tures reveal that the spin states 31(LS,T) and 31(IS,S), have the
same Fe–N bond distance of 1.76 Å and this structural parameter
is in good agreement with the EXAFS fitting measured bond
distance of 1.73 Å.61 Table 2 lists the optimized geometrical
parameters obtained from B3LYP and M06-2X functionals.
From these structural parameters, it is apparent that the states
with high-spin configuration on Fe have longer Fe–N distances
while states with low-spin Fe-configuration have shorter Fe–N
distances. It is to be noted here that, for 31(IS,S) spin state having
(dxy)

2(dxz)
1(dyz)

1(dz2)
0(dx2−y2)

0 Fe configuration, the dz2 and dx2−y2
orbitals are found to be close lying (0.36 eV) and in high-spin
configuration; filling these orbitals lead to a Jahn–Teller like dis-
tortion leading to a significant difference between axial and
equatorial bond distances. The Fe–N bond distances computed at
M06-2X level were found to be in general longer than those
obtained from B3LYP level as expected from the localized
description offered by this functional. Comparing the structure,
energetics and spin density distribution and considering the
accuracy of the B3LYP functional established earlier,85 we

Scheme 1 All the possible spin configurations arising from the combi-
nation of electrons of iron and nitrogen centres.

Table 1 Relative free energies and Mulliken spin densities of several spin states of 1 at four different functionals with TZVP basis set

M1(Fe,N)

BP86 (0% HF exchange) B3LYP* (15% HF exchange) B3LYP (20% HF exchange)
MO6-2X (54% HF
exchange)

ΔEa S(Fe) S(N) ΔEa S(Fe) S(N) ΔEa S(Fe) S(N) ΔEa S(Fe) S(N)

71(HS,T) 196.3 4.13 1.0 402.1 4.16 1.11 31.3 4.19 1.12 0.0 4.38 1.08
31(HS,T) 226.4 3.05 −1.1 55.2 2.88 −0.90 48.3 2.94 −0.95 80.1 3.68 −1.76
51(IS,T) 109.8 2.99 0.63 17.9 2.95 0.74 20.4 2.97 0.76 76.6 2.95 0.91
11(IS,T) 67.3 0.99 −0.79 30.3 0.91 −0.72 29.6 0.99 −0.79 121.9 1.13 −1.0
31(LS,T) 0.0 1.11 0.8 0.0 1.05 0.90 0.002 1.04 0.91 136.8 0.98 1.0
51(HS,S) 149.9 3.87 −0.36 16.9 2.96 0.75 20.4 2.97 0.76 193.3 3.09 1.1
31(IS,S) 39 1.21 0.73 0.0 1.05 0.90 0.0 1.04 0.93 122.6 1.01 0.97
11(LS,S) 49.9 0 0 36.9 0 0 59.1 0 0 227.7 0 0

aRelative energies including ZPC with respect to the lowest energy configuration are given in kJ mol−1; S(Fe) and S(N) correspond to Mulliken spin
densities.
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conclude that the B3LYP functional behaves marginally better
compared to others.

Bonding aspects of [(N4Py)Fe
IVvNTs]2+ and [(N4Py)Fe

IVvO]2+

In this section, we are trying to emphasise the bonding nature of
1 compared to 2 with a view to understand the strength of σ and
π-bonding and antibonding characters of the FevX (X = O,
NTs) bond. The ground state electronic configuration of 2 is
found to be (dxy)

2(πdxz–px*)
1(πdyz–py*)

1(dx2−y2)
0(dz2*)

0 and pos-
sesses a short FeIV–O bond distance (1.62 Å). The key σ- and
π-bonding and antibonding orbitals of species 2 are presented in
Fig. 3 (left). Two nearly degenerate Fe–O π-antibonding orbitals
are formed from the strong overlap between the dxz and the dyz
orbitals of Fe and the py and px orbitals of oxygen. Even though
species 1 and 2 possesses a similar electronic configuration, the
corresponding Fe–X bond length in 1 is longer than 2 (1.76 vs.
1.62 Å).

The computed Fe–X bond lengths for 1 and 2 are different,
however it is to be noted here that while species 2 has only an
oxo group bound to Fe atom, species 1 has an additional tosylate
binding to the nitrogen atom. The Fe–O bond length in a
recently reported Fe(IV)vO⋯Sc3+ complex is similar to that
found in species 2 (1.75 vs. 1.76 Å).87,88 Additionally the inter-
action of Sc3+ with the Fe(IV)vO is reported to increase the reac-
tivity in oxo transfer and H-atom abstraction reaction compared
to the bare Fe(IV)vO complexes. From these arguments one can
infer that a longer Fe–X bond enhances the reactivity as this
essentially increases the electron density on the oxyl/imido
group.89 A large thermodynamic gain in the formation ener-
getics, and a longer Fe–N distance along with a large spin
density (see below) on the nitrogen atom compared to its

oxo-counterpart reveals that species 1 is likely to be more reac-
tive than 2 and this is reflected in the experimentally measured
half-life period. The degeneracy of two Fe–N π-antibonding
orbitals πdxz–px* and πdyz–py* are strongly perturbed in 1 (Fig. 3).
The splitting of the axial eg-like orbitals in 1 is also much higher
than that of the 2. All this suggests that the bonding pattern of 1
and 2 are different and this is due to the associated structural and
electronic differences.

The spin density on the Fe atom of species 1 is not only delo-
calized on the nitrogen atom but also on the oxygen atoms of the
tosylate groups (ρFe = 0.88; ρN = 0.98; ρO = 0.1; ρO = 0.09). A
spin density plot of 1 (Fig. 2b) indicates that a large contribution
to the spin densities arise from πdxz–px* orbitals as the π* orbitals
are non-degenerate. On the other hand for 2, the spin density on
the Fe atom is found to be delocalized only on the oxygen atom
(ρFe = 1.21; ρO = 0.86) and its spin density plot indicates that
the unpaired electron on Fe has equal contributions from the πdxz–px*
and πdyz–py* orbitals and thus has a dumbbell shape. Besides the
nitrene nitrogen has significantly larger spin density and this can
eventually promote a facile reaction with the substrates.

For 2, the σ-antibonding interaction between the Fe–dz2 orbital
and O–pz orbital is found to be much stronger (see Fig. 3) than
that of 1. Further for 2, the two Fe–O π-antibonding orbitals
π(dxz–O–px)* and π(dyz–O–py)* are nearly degenerate while the
two Fe–N π-antibonding orbitals π(dxz–O–px)* and π(dyz–O–py)*
in 1 are non-degenerate in nature and their levels are perturbed
by 0.48 eV. Besides, the dz2 orbital in 1 is stabilized to a great
extent compared to that of 2. Additionally, the computed harmo-
nic vibrations for the FevX stretching and its corresponding
force constant for 1 and 2 reveal distinct differences in the
FevX strength between these two species. The calculated
FevN double bond stretch is 726.6 cm−1 while FevO double

Fig. 2 (a) Optimized geometry of 31(IS,S) and spin density plots of species (b) 1 and (c) 2.

Table 2 Optimized geometrical parameters of eight different electronic spin states obtained from B3LYP level (values in parenthesis obtained from
M06-2X level). Bond lengths are given in Å and bond angles are given in degrees

M1(Fe,N) Fe–N1 Fe–N2 Fe–N3 Fe–N3′ Fe–N4 Fe–N4′ N2–Fe–N1

71(HS,T) 1.97 (2.0) 2.26 (2.24) 2.15 (2.14) 2.21 (2.10) 2.15 (2.13) 2.21 (2.19) 178.3 (168.9)
31(HS,T) 1.86 (2.15) 2.09 (2.18) 2.16 (2.14) 2.10 (2.19) 2.16 (2.25) 2.19 (2.17) 170.0 (170.3)
51(IS,T) 1.77 (1.87) 2.09 (2.08) 2.03 (2.02) 2.19 (2.20) 2.32 (2.28) 2.05 (2.03) 176.4 (171.3)
11(IS,T) 1.82 (1.88) 2.05 (2.06) 1.99 (1.99) 2.02 (2.03) 2.06 (2.09) 2.01 (2.01) 172.1 (170.6)
31(LS,T) 1.76 (1.87) 2.05 (2.04) 1.99 (2.03) 2.01 (1.99) 2.04 (2.01) 2.01 (2.05) 175.6 (171.1)
51(HS,S) 1.77 (1.87) 2.09 (2.23) 2.19 (2.13) 2.03 (2.13) 2.05 (2.16) 2.32 (2.16) 176.59 (177.0)
31(IS,S) 1.76 (1.87) 2.05 (2.04) 1.99 (1.99) 2.04 (2.03) 2.04 (2.00) 2.01 (2.01) 175.6 (171.1)
11(LS,S) 1.72 (1.71) 2.08 (2.07) 2.02 (1.98) 2.02 (2.04) 2.04 (2.08) 2.04 (2.02) 174.4 (170.9)
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Pu
bl

is
he

d 
on

 1
3 

Ju
ne

 2
01

2.
 D

ow
nl

oa
de

d 
by

 I
N

D
IA

N
 I

N
ST

IT
U

T
E

 O
F 

T
E

C
H

N
O

L
O

G
Y

 B
O

M
B

A
Y

 o
n 

10
/2

0/
20

20
 9

:1
5:

22
 A

M
. 

View Article Online

https://doi.org/10.1039/c2dt31071f


bond stretch is found at 947.1 cm−1 and the corresponding force
constants are 2.13 and 2.86 mdyn Å−1 for 1 and 2, respec-
tively.115 This estimates also indicates that the FevO bond in 2
is stronger than that of the FevNTs double bond in 1.65

A detailed NBO analysis has been undertaken to capture the
bonding scenario in 1 and 2. NBO analysis reveals that the
σ-bonding interaction in 2 is composed of a Fe(dz2)–O(pz) orbital
(see Fig. 4) while in 1 it is between Fe(dz2)–N(py) as the N–pz
orbital is involved in a strong σ-bonding interaction with the
sulfur pz orbital. As the N(py) orbital is not along the N2–Fe
(see Fig. 1 for labels) axis, the overlap is less significant com-
pared to 2 and it has been noted that the Fe(dz2) also deviates
slightly from the N2–Fe axis to overlap effectively with the
N(py) orbital. Since this bonding interaction is weak, the corres-
ponding antibonding orbital is less destabilized compared to 1.
This leads to the change in the ordering between dz2 and dx2−y2
orbitals in the species 1. The energies of δ character dx2−y2 orbi-
tals are nearly equal in both the species (see Fig. 3). A less sig-
nificant but non-negligible Fe(dz2)–σ(N(pz)–S(pz) interaction is
also detected in the NBO analysis.

Besides, the NBO analysis reveals that the FevO σ-bond is
composed of 37.3% of Fe–dz2 and 62.7% of O(pz) orbitals while
the FevNTs σ-bond is found to have 45.4% of contribution
from the Fe(dz2) orbital and the remainder from the N(py) orbital.
Further, the donor–acceptor interaction energies obtained from
NBO second-order perturbation method allow us to quantify the
nature of the FevX bond in 1 and 2. For species 2, the
σ*(Fe(dz2) → O(pz)) interaction energy is 625.1 kJ mol−1 which

is almost twice as large as that of corresponding interaction in 1
(305 kJ mol−1; σ*(Fe(dz2) → N(pz)). Since the N(py) orbital is
also involved in the σ-bonding interactions, the energy of π(Fe-
(dyz) –N(py))* is significantly lower than π(dxz)–N(px)* orbital.

To quantify the FevX (X = O, NTs) bonding nature in terms
of covalent and ionic contributions, we have also performed
energy decomposition analysis (EDA)76–78 on the ground
states of 1 and 2 for the comparison at BP86/TZ2P level using
ADF90 suite of programs. The interaction energy of the two frag-
ments is generally represented by three important components
(eqn (2)).

ΔEint ¼ ΔEelstat þ ΔEPauli þ ΔEorb ð2Þ

ΔEelstat gives the electrostatic interaction energy between the
fragments, which is calculated with the frozen electron-density
distribution in the geometry of the complex. This can be used as
an estimate of the electrostatic contribution to the bonding inter-
actions. The second term in the above equation, ΔEPauli, gives
the repulsive orbital interaction between occupied orbitals of the
two fragments due to antisymmetrisation. The last term gives
the stabilizing orbital interactions, ΔEorb, which can be con-
sidered to be an estimate of the covalent contribution to the
bonding.77,91–93 Since the ligand environment is similar in both
the complexes, the interaction energy can help to analyse the
difference in interaction between O and NTs units with the
{LFeIV} unit. The EDA calculations were performed by treating
N4Py, Fe and X (where X = O, NTs) as separate fragments

Fig. 3 B3LYP computed high-lying occupied and low-lying unoccupied orbitals of 31(IS,S) and
32(IS,S). The relative energies (eV) are scaled from the

lowest lying orbitals in each case.

Fig. 4 NBO computed σ-bonding orbitals corresponding to FevO (a) and FevNTs (b) and N–S interaction (c) in 31(IS,S) and
32(IS,S).
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(N4Py + Fe + X). A larger interaction energy and a smaller Pauli
repulsion term has been noted for the Fe(IV)–nitrene compared to
the Fe(IV)-oxo complex (Table 3). Although the ΔEint and ΔEorb

are much larger for 1, there is a tremendous rise in the ΔEelstat in
2, revealing again a stronger Fe–O bond. A large difference in
the ΔEelstat stems from the electronegativity differences between
the two donor atoms. A large ΔEelstat indicates that the bond in 2
is much more ionic in character than 1 – a statement previously
verified by the NBO analysis. To this end, we have also com-
puted the ΔEelstat/ΔEorb ratio which reveal about the nature of the
coordination bond and this ratio is found to be 0.94 and 2.06 for
1 and 2, respectively, and this reassures that the coordination
bonds are much more covalent in 1 than in 2 (Table 3).

The bonding and reactivity can be regarded as two sides of a
coin, as a slight perturbation in the bonding can influence the
reactivity in great detail. The relevance of bonding of oxoiron(IV)
in reactivity is documented in detail elsewhere.10,64,65,94,95 Here,
we compare and contrast the reactivity expected based on the
bonding features observed between species 1 and 2. It has been
demonstrated that the triplet–quintet gap is of utmost important
in determining the reactivity of non-heme oxoiron(IV) species
and at many instances it has been proposed that the molecules
having quintet state would enhance the reactivity. In general, for
many non-heme oxoiron(IV) systems the barrier height in the
quintet transitions surface is smaller than that of the ground-state
triplet (two-state reactivity, TSR).3,17,18,24,25,27,38 One of the
main reason for the reduction in barrier height in the quintet
surface is the exchange stabilization among the unpaired elec-
trons in the d-block. Although many spin states has been com-
puted for 1, here we have taken the 51(HS,S) to facilitate a direct
comparison between 1 and 2. The energy gap between the
ground state and the 51(HS,S) is 20.4 kJ mol−1 for 1 and this is
similar to the triplet–quintet gap of 19.1 kJ mol−1 computed for
2.10 However for 1 within 30 kJ mol−1 of energy window, there
are five spin states available including a heptet state which has
larger exchange stabilization and this is likely to facilitate a
faster reaction compared to 2, and this is in agreement to the
observed reactivity.52,54,55,61,96,97 As the substrate approaches the
nitrene nitrogen atom, initially an electron from the substrate is
expected to be transferred to the d-orbital of the Fe and spin-up
electron gets transferred in the quintet surface. Analysing the
wave function of the quintet state (51(HS,S)) reveals that the
electronic configuration here is (dxy)

1(πdxz–px*)
1(πdyz–py*)

1(dz2)
1-

(dx2−y2)
0 and this demands participation of (dx2−y2) in the

reaction. Our analysis predicts that if an S = 3 ground state

iron–nitrene to be synthesised, its reactivity will be much higher
than the corresponding oxo complexes.

Spectroscopic properties of [(N4Py)Fe
IVvNTs]2+

To gain further insight into the electronic structure of 1 and also
to facilitate interpretation of the experimental data based on the
bonding aspects discussed, we have decided to compute the
absorption spectra and the spin Hamiltonian parameters for 1.

TDDFT analysis. The computed absorption spectrum of 1
(Fig. 5) displays a set of d–d bands at 472.6 nm and 588 nm
which are in good agreement with the experimental absorption
spectrum of 1 where an intense band at 445 nm and weaker and
broader band at 660 nm were noted.61 The intensity of the com-
puted band at 588 nm largely derives from the πdxz–px*/πdyz–py* → dz2
transition (71%) with a smaller contribution from the π-bonding
orbital of πdyz–py to the respective π-antibonding πdyz–py* orbital.
The higher energy absorption at 472.6 nm arises predominately
from dxy → dx2−y2 transition (80%) with some contributions from
dxy → πdxz–px* and dxy → dz2 transitions. The most intense higher
energy band in Fig. 5 at 392 nm is found to be a charge transfer
transition. This interpretation correlates also with the energy
level diagram supplemented in Fig. 3.

Calculation of spin-Hamiltonian (SH) parameters. The
species 1 characterization is complemented with applied-field
Mössbauer spectroscopy where hyperfine interaction of 57Fe and
axial and rhombic zero-field splitting (ZFS) were estimated.61

The Mössbauer spectra of 1 is very different from that of 2
where a significant rhombic ZFS were noted for 1 (see Table 4).
The computed spin Hamiltonian parameters (tensors g, A, D and
Mössbauer spectral parameters) for 1 are summarised in Table 4.
The SH parameters were computed for three different spin states
71(HS,T),

51(HS,S) and
31(IS,S) to offer clarity to the experimentally

measured values. The computed hyperfine coupling constant for
these three spin states implies that the hyperfine interaction is
anisotropic in nature. A triplet state has been proposed as the

Table 3 Energy Decomposition Analysis (EDA) of [FeIV(X)(N4Py)]
2+

on 31(IS,S) and
32(IS,S) (where X = O, NTs). ΔE in kJ mol−1

{N4Py + FeIV + X}

[FeIV(NTs)(N4Py)]
2+ ΔEint −11187.8

ΔEPauli 2192.1
ΔEelstat −6490.8 (48.5%)
ΔEorb −6889.2 (51.5%)

[FeIV(O)(N4Py)]
2+ ΔEint −10070.6

ΔEPauli 3033.9
ΔEelstat −8826.9 (67.4%)
ΔEorb −4277.6 (32.6%)

Fig. 5 B3LYP–TDDFT simulated electronic absorption spectra of
31(IS,S).

This journal is © The Royal Society of Chemistry 2012 Dalton Trans., 2012, 41, 10430–10439 | 10435

Pu
bl

is
he

d 
on

 1
3 

Ju
ne

 2
01

2.
 D

ow
nl

oa
de

d 
by

 I
N

D
IA

N
 I

N
ST

IT
U

T
E

 O
F 

T
E

C
H

N
O

L
O

G
Y

 B
O

M
B

A
Y

 o
n 

10
/2

0/
20

20
 9

:1
5:

22
 A

M
. 

View Article Online

https://doi.org/10.1039/c2dt31071f


ground state for 1 only based on the applied-field Mössbauer
spectrum where the measured A⊥ values are found to best fit the
S = 1 state and this is in lieu to the reported A⊥ values of other
high-valent S = 1 intermediates. On the other hand, a fit with an
S = 2 state severely underestimate (difference of ca. 14 T)
the hyperfine tensors measured and thus the possibility of an
S = 2 ground state is ruled out.61 It is worth noting here that, the
S = 3 state has not been considered in the fitting. Calculations
reveals that for 31(IS,S) species, the predicted A⊥/gnβn value
is about −29.2 T and this is overestimated by 6.2 T compared
to the experimental values.98 Note here that the A⊥/gnβn for other
S = 1 oxoiron(IV) intermediates falls in the range of −20 to
−23 T.7,99,100 For the 51(HS,S) state, the computed A⊥/gnβn value
is 14.4 T which is in agreement to the experimental A⊥/gnβn
reported for other S = 2 oxoiron(IV) species.101,102 The value of
14.4 T is much higher than the value 6.5 T estimated from fitting
the data collected for 1 assuming an S = 2 state. This supports
the experimental determination of the ground state of 1 as high
spin as it is expected to have larger A⊥ values. Additionally for
71(HS,T) the computed A⊥/gnβn of 11.9 T is much lower compared
to the best fit obtained for S = 1 and this reassures that the
ground state is S = 1 and not S = 2 or 3. It is to be noted here
that the Az values are computed to be small for all three spin
states.

The Mössbauer spectral parameters were computed using the
BP86 functional which is known to predict reasonable estimated
MB parameters compared to the experiments.103 The MB para-
meters have been previously computed for 1 using the B3LYP
functional along with the 6-311G basis set in Gaussian09.
Similar to the reported values,61 the BP86 also yields a large
isomer shift (0.19) for the 31(IS,S) state compared to the experi-
mental value of 0.02. Besides, the δ computed for 71(HS,T) and
51(HS,S) spin states are also largely overestimated. The quadruple
splitting on the other hand is computed to be very small for
71(HS,T) and

31(IS,S) spin states while for 51(HS,S) a large value is
obtained. The calculated asymmetry parameter is about the same
in all three spin states. The axial ZFS parameter D is estimated
to be small for all three spin states compared to the experiments.
However, this is not surprising given the fact that the DFT calcu-
lations miss some of the important contributions to the D-tensors
and one would require ab initio CASSCF or SORCI methods to
accurately compute this parameter.104 The computed rhombic
ZFS value of 0.22 is in good agreement with the experimental
value and suggests that complex 1 indeed possesses a large
rhombic anisotropy. Although the molecular g-tensor values
were not determined experimentally (this would require a
HF-EPR measurement), we have computed the g-tensor to
complement the other data provided here. The computed
g-tensor is found to be isotropic in general (see Fig. 2 for

g-tensor orientation) and this in good accord to the S = 1
g-tensor estimate for the oxoiron(IV) species.104,105 Although
the computed SH parameters deviates from the experimental
values in many cases, the relative trend observed remains
the same. A more accurate higher level ab initio method might
be required to obtain good numerical estimates of the SH
parameters.

Conclusion

Pure and hybrid DFT methods were used to investigate the struc-
ture, energetics and bonding nature of FeIVvNTs species in
comparison with the widely studied FeIVvO species. The com-
puted results are in general good agreement to the experimental
results and in many occasions, it supports and verifies the experi-
mental observations. The conclusions emerging from this work
are summarized below,

1. A barrierless cleavage of the N–I bond and a large thermo-
dynamic stability upon forming the FeIVvNTs species compared
to the FeIVvO complex indicates a facile formation of this inter-
mediate – data consistent with the experimental observation.

2. A method assessment has been undertaken to choose the
best functional which can describe the structure and energetics
of this species accurately. By testing both the modern and
popular functionals, we arrive at the conclusions that the hybrid
B3LYP functional marginally behaves better in predicting the
correct ground state for FeIVvNTs species.

3. A detailed bonding analysis reveals many significant inter-
actions in this complex. Notably, due to the presence of a tosyl
group on the nitrene nitrogen, the σ-bonding interactions in
FeIVvNTs are found to be weaker than the corresponding bond
strength in the FeIVvO complex. Further the NBO and the EDA
tools indicates an ionic FeIVvNTs and a covalent FeIVvO
bonding scenario in these complexes.

4. The bonding aspects and spin-state energetics were
employed to predict the reactivity pattern in FeIVvNTs species.
This analysis reveals that the FeIVvNTs species are expected to
be more reactive than the corresponding FeIVvO intermediates
and the possibility of having an S = 3 state for the FeIVvNTs
offers room for further enhancement of reactivity.

5. TD-DFT calculations have been performed to simulate the
experimental absorption spectrum. A good agreement between
the experiment and theory lead us to interpret the experimental
d–d transitions observed.

6. The SH parameters (tensors g, A and D and MB isomer and
quadruple splitting) were computed and these parameters help us
to assure the ground-state determination for 1 – albeit the fact
that many of the computed parameters diverge from the experi-
mental data.

Table 4 Calculated Mössbauer isomer shift, g, A and D tensor values of [FeIV(NTs)(N4Py)]
2+ along with experimental data

gx, gy, gz
a Ax, Ay, Az

a ΔEq
b/mm s−1 ηb δb/mm s−1 Da/cm−1 E/Da

71(HS,T) 2.006, 2.009, 2.01 7.9, 15.9, 3.5 0.17 0.23 0.52 −0.98 0.24
51(HS,S) 2.009, 2.013, 2.019 −11.1, −17.6, 0.7 1.06 0.84 0.56 4.14 0.26
31(IS,S) 1.99, 2.021, 2.035 −15.2, −43.6, 7.2 −0.09 0.30 0.19 4.66 0.22
Exp. — −20, −21, −3 +0.98 −0.7 0.02 29 0.23

aComputed using B3LYP level. bComputed using B86 level.
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To this end, a comprehensive set of DFT calculations employ-
ing energetics-spectroscopic approach utilizing tools such as
MO, EDA and NBO analysis has been undertaken to unfold the
structure energetics and bonding aspects of a novel FeIVvNTs
species. Further studies on the reactivity FeIVvNTs species is
underway in our laboratory particularly on the aromatic ami-
nation reactions.52

Computational details

All the geometry optimizations have been performed using the
DFT method as implemented in Gaussian 09 program.106

Unrestricted B3LYP functional with a Los Alamos effective core
potential double zeta valence basis set (LANL2DZ)107,108 on
Fe was used and 6-31G(d) basis set was used for C, H, N, O and
S atoms and a SDD basis set109 was employed for iodine atom
unless otherwise mentioned. In order to find out which func-
tional is suitable for predicting the spin state energetics and spin
densities of different states of 1, we have tested many functionals
and here we restrict ourselves to discuss the outcome of three
different functionals B3LYP*,82,83 M06-2X84 and BP8679–81

apart from the B3LYP82,83 functional and all of which has been
shown in many occasions to accurately predict the geometry/spin
states of metal complexes. Single-point calculations were per-
formed using the TZVP110 basis set on the gas-phase optimized
geometries in order to improve the energetics computed. All the
reported energies are corrected for free energy corrections where
frequencies have been computed at the same level that of the
geometry optimization. Noodleman’s broken symmetry
approach111 has been employed for the purpose of converging
the antiferromagnetic-like solutions between Fe and nitrene com-
ponents. The ORCA package112 was used to calculate the
Mössbauer (MB), UV-Visible spectra and other spin
Hamiltonian parameters (g, A and D tensors). Both BP8679–81

and B3LYP82,83 exchange correlation functionals were used
along with the TZVP basis set on the Gaussian optimized geo-
metries to compute the spectral parameters. MB-Isomer shifts
(IS) were calculated based on the calibration constants reported
by Römelt et al.113 and 0.16 barn was used for the calculation of
quadruple moment of 57Fe. Experimentally, the common way to
represent the A-tensor obtained from Mössbauer spectroscopy is
in the unit of Tesla and the computed hyperfine from ORCA
suite of program is in the unit of MHz from the perspective of
EPR spectroscopy. The unit conversion is performed as
suggested and here the ground-state nuclear spin conversion
factor has been used to convert MHz to Tesla unit.114 Time
dependent density functional theory (TDDFT) implemented in
the ORCA program was used for the calculation of excitation
energies. The EDAwas performed with the BP86 functional and
a triple-ζ basis set using ADF program.90 SCRF-PCM116 model
using B3LYP level have been used to optimized the geometries
in solution phase and acetonitrile (CH3CN) was used as a
solvent, and the results are summarized in the ESI.†
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